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i. INTRODUCTION 

m. - i -xs  report  descri3es the work performed by The Bissett-Berman 

Corporation to establish a n  optimcm zmodulation and multiplexing technique 

:or voice, telemetry,  relevision, and ranglng, a s  applied to Apollo space- 

crai-,/grour,d communications. 

with a parzllel  effort by the Apollo Telecommunicstions group of North 

Aznerican Aviation. 

The work was carr ied oGt in  conjunction 

A imajor objective was to compare digital and analog 
-?.-  ,~~hniqces taki-g into account availability of advanced coherent (phase 

lock LOG?) demodulation for the latter. 
The signa? parameters  assumed for the study a r e  

1. TV picture 15 f:an?es/sec 
500 l hes / i r . xne  
1 m c  ba;-dwidth 
3 G  2b peak signal to r m s  2oise ra t io  

10 e r r o r  r a t e  

Xoininal 30 CD signal-Lo-noise ra t io  

2. Telemetry A?yoximately 100 kilobits / sec  

3 .  voic2 3 kc bar.dwidr;h 

TLe :elevision picture resolution and ira-me r a t e  were specified 

lzss  t h n  comTAz.rcial stacdarzs ir, order  to conserve transmitter power while 

z r o v i d i ~ g  acceptable picture quality. 

ai iected by t L e  cXaT-nd p ;amete rs :  

&-2 u--A-a**.kklg P -.- dish, 25 i-ao-, -*= ,Lceivi-?g dish, ar,d 303 K receiver noise tempera- 

tLr e. 

rn i h e  pcw er  required is, of course,  

2300  mc ca r r i e r  frequency, 54 inch 
0 . .  

. a. N o  spec- &--c - z,ra:ysis i s  rr,ade in  the r e 2 o ~ t  of ranglcg. 

psendonoise razA;->g tecnnique i s  sxggested; however, the television moddat ion 

tech~z,ues pzese,ited a r e  r,ot intecded to be used sirr.uitaneous with ranging. 

The JPL 
7 .  

Lr.~log (FM) rnoddation for television does not provide a coherent 

narrow bard car r ie r .  

3e  ma2e t o  trLc;i riie s2zcecraL.. 

I-, is  presilrned that the DSIF g r o c r d  antenna can still 

The study is  devoted. in  large part  to  modulzzion teckqio_ues. The 

-.. - L C S O ~  ?^ f o r  t,-ils eF'phasis is  that selection of a meLhod for multlplexing TV, 

voice, a n i  telemetry must be preceded by examinaLioc and selection 0: 

02~iz;~m- mod-dat ion t eeh icues .  

iT.oddazio2 is rezched, choice of mu;zil;lexi;.-g :ecl?xe I, :d-L::vely straight- 

50 ,ward. 

G ~ c e  a c l e ~ r  i n l l c a t l ~ ~  oi the o?tim,um 
- .  
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2. CCXCLUSIGNS AXD REC0,UMENDATIGNS -I 
I 
I 
I 
-I 

;-&- 

-1 number of rezsonably efficient modulation, detection, and multi- 

$exin2 tzchA6<ues a r e  coxpared  in this report .  

lat icn aeci detection techniques have not been discusset  because they a r e  
Many other familiar modu- 

7 -  . aovm to bz mcch l e s s  elficleet when a high o u t p t  signal-to-coise ratio is 

-1 cksirez. I c e s e  discarded techiniques include, i n  particular, double side 

?32r,ci and single side bard zxodulations, which characterist ically do not 

yield a n  "improvement factor". The promisicg modulation techniques 

kcluLe (1) digital transrr.ission by PCM, (2)  reduced bandwidth digital 
-7- ~ ~ n s m i s s l o n ,  and ( 3 )  frequency modulation with coherent (phase lock loop) 

der=iodulation ar. the receiver.  

Des?ite :he comrAon Seiief that digital transmission is  inherently 

the ilzcs; eiiicient m e t h o d  of comxnunication, r"1Z.I is  found to yield a con- 
slderzb;y lower power requirement than uncorr.pressed PCM when a phase 

lock loo? disci-imlnatcz is employe6 zt the rzceiver.  The apparznt reason 

i o r  t E s  situation is  that the moddiaeion tecixriqces a r e  compared on the 

ackievtd output signal-to-noise ratio, ra ther  than on inionnation rate. 

Ahen, the quantizing noise i i i h r e c t  i n  PCM and the additional noise caused 

by even a low ra t e  of tracsrr\.iss:on e r r o r s  severely penalize PCiM in  com- 

P l  

pzrisoil with a n  analog m.oddz:ion. 

Bandwidth reCcetior: by red-mdancy removal based o n  run length 

cocling of picture edges yields a power requirement for  digital T V  which is  

m o r e  co;-npe'iitive with FM. ii1e final choice between these two modulation 

teckr-iques must r e s t  cn otkez  consideratiox, such as  sirx$icity and rel ia-  
aiiiiy of t'ne spacecraft equipxezt zr,d growth potential. Xevzrtheless, a 
prd lmizazy  evaluatioc favors F M  over compressed Cigital transmission 

-1 
-, I 
_d I 

?-I. 

. .,- 

1. T-1- L i l t  - s>aceci-aft equlpiieIAt cppear =implzr 
- 3  --ze claing r a t e  of the compressed digital T V  is  about -. 
113 zxc, which is near state of the art  even for the reduced 
Lzarne r a t e  and horizontal resolution presilmed f o r  the study 

-Above threshold, F-M has the virtue of improving the output 
sLgrAG- ;a-nolse Yztio linearly with the input, so  thzt advantage 
is t ake2  of opel-ztis= cciiditions which a r e  better than the wors t  
C3S.3 .  

3. . -  

I 
.I 
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A disadvanzage of FM over compressed digital transmission i s  a somewhat 

widcr ,;cctral occupancy. These conclusions a r e  supported by Table I, 
which I s  a brici" cornparison of rhe techniques studied. A s  an  additional 

Rote, the digitzl transmission performance ;may be improved by atout 3 

db i f  orthogonal-ty?e multiple- character coding is  employed. 

increases  modulator corr,?lexity soxxewhat and, more  significantly, increases  

the RF bandwidth by about a factor of 3 ( io r  5-bit characcers).  However, 

agzin increasing modulator complexity, qcadriphase modulation could be 

used to r e i w e  R F  bandwidth by a factor of two with no change in  the nor- 

maliz ec? threshold. 

This 

. .  

-4s zotad,  ";VI and corr.pressed digital modulation a r e  roughly com- 

n x  ,,titlv? for television transmission. iMulciplexiEg of telemetry and voice 

wirh the television is relatively straightforward with either type of TV 

modulation. 

di$tal, and digltalized (PCM) voice may sim;?ly be interleaved (Time- 

division multiplexing). 
64 TV bits yields the required telemetr-1 

megz,Sic/sec transmission rate. Zowever, :l:<s simple approach has the 

diszdvantag? tkat Eke teiematry e r r o r  ra te  speci:ication se t s  the threshold. 

The recommer;ded ap?;-~ach, thereiore, is  t o  increase the celemetry 

redLndancy. 

vey 3 te lernexy blts (5070 redundancy), single e r r o r s  can be corrected,  and 

the teelernetry er2.o;- r a t e  is negligible a t  t h e  

r a t e  i s  increased siightly to 2 .  6 megabits/sec, and the increase in  power 

rsquired is  negligfble. 

If digital TV i s  used, the telemetry data, which is already 

Sending 5 tclerr,ztry bits and one voice bit for each 
:.1 voice data ra tzs  a t  a 2 .  48 

Fo: example by ~ s i r , g  2 6-bit error-cor2 ecting code to con- 

TV threshold. The digit 

Wizh F M  televisio;:, the tzlernetry 2nd voice mult5plexing can be 

either frequency divisior, 31' t l r - e  division. Freqaency divisior, has the 

a d v a ~ t a g e  of comparative sim$.city. That is, the telemetry is  biphase 

moduiated on a s c j c a r r i e r  and t h e  voice irequency modulated on another 

subcarr ier ,  boch sckcar r ie rs  being above the television cczofi ( 1  mc). Tkis 

is feasible becacse the phase lock loop demodulator must have a 3-db band- 
w; <C' 7 7  

:he 2 ivl c a r r i e r .  

XL~-LXZTA saacing shows thzt the car r ie r  powez requirement is i x r e a s e d  

o d j r  cegligibiy by the addition of the two subczrriers.  

A rr,.;ca , z r g ~ z  rhzn tLe TV cutoif, in  order  to maintain phase lock o n  
-..I A- theorecica; design which allocates the subcarrleTs with 

- .  
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Despite the equipmect simplicity, frequency division multiplexing is  

The phase lock not recommended because of a potential crosstalk problem. 

loo? demodulator is  inherently nonlinear for non-zero phase e r ro r s ,  and 

this 2roduces cross-modulztion terms.  Furthermore,  i f  either the trans-'  

mit ter  VCO o r  the lerrodulatoz VCO has a nonlicear charzcterist ic,  addi- 

tionzl cross-talk wiil result. I t  w i l l  be noted thzt minor nonlinear dis tor-  

tion of the YV signal is not otherwise a serious problem, since it mere ly  

ciistorts the gray s c L e  of che picture. 

Time division multiplexing of the telemetry data and voice is recom- 

m e ~ l e d  Tor use  with FA4 transmission because it overcomes the crosstalk 

?zob;e-m mes:lor,ec! above and, yet, requires orJy a slight increase i n  modu- 

la tor  complexity. 

insercel  between the TV lines durifig f l y ~ a c k .  

number of lines per second i s  7303 ,  so that the voice may be  transrnitted, 

very simply, directly by PALM with one sample per line. 

to-noise rario will be tne same f o r  both voice ar,d TV, 
~r.in:mum of 14 telemetry bits must be  accumulated for  transmission at a 

speedec! up r a t e  i n  order  to achieve a n  average rate of 100 kilobits/sec. 

Ace requisite shift regis ter  storage i s  the pr imary  added complexity. The 

The telemetry and. voice data can, most simply, be 

1: will be noted that the 

The output signai- 

On the other hand, a 
. .  

F7.  

television bzdwid th  of 1 mc theoreticaily allows 2 x 10 6 pulses per second 
6 

8; baseband; however, even using 10 pulses per second, transmission of 

16 pulses (14 telemetry bics, one voice sample, and a horizontal sync pulse) 

woilld occu?y u 2 y  12 percect or' the line duration. 

zllow 18 percent for  sync, by way of corzpzrison. 

Commercial TV standards 

It may be noted that sycchronizlng the releme'iry to the TV line r a t e  

is desirable tezLuse rhe necessity for transmining TV sync pulses above 

the reference black level can thereby be elirnicated. Thzt i s ,  the telemetry 

may include frzrne sync iniorrnation which will specii'y the s t a r t  of a TV 

:Tame 2116 zLe location of the horizontal sync pulses to an  accuracy of at 

l ea s t  ! O  psec. 

i;ulse must be unique within this uncertainty, so  that the toral flyback t ime 

Taking the pessimistic 10 psec va>de, the horizonral sync 

is inczeased to 25 psec. Eowever, this is  still only 18. ?% of the l ine dura- 
-_ LGZ~ o r  a l z o s t  i k n t i c z l  to corxaercis l  standards. For  t h i s  reason, this 

xethod 0.i zccomplishing TV sync is reco;Tr?lended. 

5 



~~~ . - . ... . . . 

As a final comment, the conventional second-order phase lock loop 
is  recommended a s  an efficient demodulator for FlM. 

d2modularor is infeyior whzn a single pole baseband filter is  used. 

more ,  an FA4 f;edSack demodulator with any baseband filter can always be 

rerJlaced. by 2 phase lock ioop with an appropriate filter and yielding irn- 

pyoved ?erformznce. An optimlsm filter can be fouxd to yield severa l  db 

r e luc t io s  ir, threshold of the phase lock loop, so that a search  for a bet ter  

Siiiter t h n  that convenzionally used in the second order  l oop  is recommended. 

A sigaificzct improvement, however, is  unlikely to  be realized in  this way. 

The FM feedback 

Further-  

\ 
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3 .  COIMMUNiCATION CFAjiXEL PROPAGATION ANALYSIS 

The information bandwidth which can be accommodated for space- 

craft-to-ground communications w i l l  be limited by the available transmitter 

power. In order  to ixaximize t h e  inforrr,ztion bandwidth, the modulation and 

m.ulciplexing technique should be selected on the basis  or" maximum communi- 

cations efficiency, w x c h  mezns the minimum required transmitter power 

to acbLeve the desired perr'orrrance. 

Comparison of different maoddation techniques with a variety of 

transmitted bandwidths may be facilitated by defining a normalized thres-  

- h~:: which equzls the ratio G; signal power to  the noise power measured in  

twice the icforzmation Szr-ciwidth. 

at tkreshold, No is the noise spectrzl density, and f ril i s  the inforrr,ation 

bandwidt'n, thc normalized threshold i s  

That is, ii S i s  the reczlved signal power 

S 
Xorr;;alized T'creahold = 

2N0fm 
(3 -  1) 

Thze factor of 2 i s  related to the convention of using Zouble side band modu- 
latio-n a s  a standard for  corxpar' Ison. 

The relation between trans,mitter power, idoi-ination bandwidth, and 

normalized threshold may be graphically presented for  the specific Apollo 

luxar mission. The transmission parameters assumed a r e  a s  follows: 

F r e e  space lo s s  a t  3300 mc = 212.0  6'a 
27. 0 dS F,in. 

2.0 $3 max. 

1. 5 db max. 

51. 5 db min. 

0. 1 db max. 

- Spacecrzft antenr,a gain - 
Spacecraft feed loss - 
Space craft pointing lo s s  - 
GSIF 85' dish gain - 
Ground feed lcss  - 
Receiver nGise density - -203. 0 dbw/cps max. 

- 

- 

- 
- 
- 

- .  0 1  Lne net r e s ~ r  IS a power ~i -2. 9 dbw (0. 51 watt) to p o d u c e  a normalized 

thzeshold of 3 db for a n  information bandwidth c f  one megacycle. 

3 - I shows t'=le power required versus iniorrnstior. bzndwidth, with normalized 

thrzsho1L cs a parznlccer. 

w o d d  s t i2  have to isclcde a saiety rr.argin to allow fo r  below nominal opera- 

tion of 2-e  s?acetrai: Ijower ampliiier. 

Figare 

0: course, the final transrr,itr,zr power specification 

7 
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4. DIGITAL TIPP,NSiWSSION OF AN ANALOG SIGNAL 

When analog information rnust be transmitted over a digital channel, 

the i rherent  communications efficier,cy of digital modulation techniques is  

comprorr,ised by the fidelity cri terion used to evaluate channel performance. 

It is  well known that coding techniques involving a la rge  alphabet size exist 

capable of  approaching the theoretical Shannon limit. Nevertheless, even 

i f  the theore;ical l imit  is fuily reached, digital t ransmission does not 

yield perfect reproduction of the analog I.Larmation, because of quantizing 

noisz. Furthermore,  transmission e r r o r s  in  a practical  digital channel 

i r , t ro&xe additional noise into the reproduced signal. 

F o r  TV pictures, the fidelity cri terion ultimately is  a subjective 

eval-dation of picture quality. Eiowever, t h e  relation between signal-to- 

noise ratio and picture quaZLy has been empirically determined f o r  Gaussian 

noise. 

ami t ransmission e r r o r s ,  i n  o r d e z  to allow analytical comparison of analog 

ana  digitai t ransmission techniques. Actually, a special pseudonoise tech- 

nique, described la ter ,  is  required t o  avoid false  contour effects, which 

ordinarily make quantizing noise more  severe than Gaussian noise. 

larly,  the effect of t ransmisslon e r r o r s  is more  s imilar  to impulse than 

to Gaussian noise, and these a r e  not equivalent o n  a power basis. 

This relation is presumed to be a l s o  valid for noise due to quantization 

Simi- 

The snalyticai techrjque to be followed consists of evaluating noise 

due to  quantization and transmission e?;rors a d  adding them on a power 

basis,  sixce they a re  indeperAdent. The t ransmission parameters  are  then 

zdjusted to w,aximize the resultant output signal-Lo-noise ratio. 

further subjective evaluations deem otherwise, the r e s d t i n g  system design 

i s  presumed optirziun? for ;he modulation type. 

Unless 

4. 1 SA-MPLING A X 9  QUANTIZING 

A ‘czfid-!imited low-pass signal {maximum frequency = fm) ideally 

can be r e p r e s e x e d  with sample points spaced by the reciprocal of twice 

die Ea.ndwidtF (Nyquist rate = 2f ). 

one of L levsls, wEck  correspocds to 3 = l o ~  L bicary digits. Thus, the 

bir.zry C ‘ l g i ~ 1  r a t e  r e q ~ z e d  to convey the axalog signa? is 2f logzL. 

Each sarnple will be quantized into 
M 

a 2  

m 
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F o r  purposes of comparison with other modulation techniques, the 

signzl is presumed to have a zero average value, and the quantum levels 
a r e  taken to be uniformly spaced. 

Q/2 to (L- 1)Q/2, where L is  even and Q is the quantum step. 

p a v e r  is computed'') to be  

The levels f o r  each polarity range from 

- r  
Ai the various levels a re  equally probable, Lle average output signal 

(4- 1) 

That is, the average power i s ,  very closely, one third of the peak power. 

4.2 CU2AXTIZING N O E S  A N D  TIV.NS,WSSION ERRCXS 

The usual assumption for  qaantizing noise is  that the analog'signal 

is uniformly distributed o v e r  a quantum step. (2' W e  shall consider o n l y  
uniform spacing of the quantum'steps here. 

mean square value of the quantizing noise is 
If the s tep width is Q, the 

Q/2 

2 Q" n d n =  - 12 
N =  Q 

The r.iz2n value is ,  of course, zero. 

The efizct of transrr.ission e r r o r s  i s  to  czcse some samples to be 

received on a incorrect  level. 

of D levels, the amplitude e r r o r  is ZQ. 

If the e r r o r  corresponds to a displacement 

The total mean sqGare e r ror  in  the 
o-&t>-,it sigca; xa;y be  nvn-,-acserl  2 9 

""Y'"' -- -- 
-- 

N =  N Q i (DQ)' (4-3) 

where the &splacel-r,ect i f  presumed to  be zero on the average. 

put sigsa;-:o-noise ratio is  
The out- 

10 
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where 3" r e m a b s  to  be evaluated f o r  particular digital t ransmission 

techniques. 

but increzses  the probability oi transmission e r ro r s .  

desired for particular transmission techniques. 

Increasing the number of levels decreases  quantizing noise 

A n  optimization is 

4 . 3  ROE3ERTS' PSE;UCONCTSE TECI3NiOUE 

The above analysis of quantizing noise is not directly applicable 

to PChl  transmission of television pictures because of the false  contours 

introduced by the amplitude quantization. That is, i n  a region oi slowly 

cfiznging intensity, there  must  be sharp disconticuity in  the reproduced 

picture whenever the intensity c rosses  f rom one quantum level to the next. 

I O  eliminate znnoyancz f r o m  these false contours, 6-bit quantization is 

normally required. 

poblerr.. (3' Basically, noise, uniformly distributed over a quantum step, 

is added to the video signal before quantizing. 

pseudorandom, s o  that it can be duplicated at the receiver.  

table noise is  subtracted fro-ix the video signal af ter  digital-to-analog con- 

vers ion i n  the receiver,  with t'ne result  that the quantizing noise model 

Treviously ?resumed becomes an exact representation. In other words, 

Roberts '  m-oddation produces a n  output signal-to-noise ratio exactly as 

coinputeci i n  equation 4-4. 

- 
Roberts hzs devised a pseudonoise technique to eliminate this 

The noise is  actually 

The predic- 

Ii? the absence of transr;?lssion erYGrs, ecluation 4-4 yields an  out- 

?ut sigcal-to-noise rario of 18 db (28. 8 d3 peal;; for 3-bit quantization and 

24 dS (31. 8 db peak) for 4 b i t  quantization. 

q-.dity evaluations presented in  a la ter  section, these signal-to-noise 

rzzlos produce, respectively, "acceptable" 2nd " fne"  pictures. This 

gz,-,ercir cocclilsfon was Ase rzached by Roberts after examination of TV 

?ictures subjected to pseudonoise quantizing at, respectively, 3 and 4 Sits. 

The pzr iormance curves p r e s e x e d  in  the following a r e  based on equation 

4-4 ar.d, tA,zreiore, inherently presume use of Roberts '  pseudonoise tech- 

rLque. 

beca i se  6 >its would be neede2 to elirninzte fzlse contours. 

Accordirig to subjective picture 

- 7  

Direct P C M  worrld actuzlly require  a greater  t ransmit ter  power 
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4.4 BiPHASE MODULATION 

VJith Sij+ase moLulation (the most efficient binary modulation) , 
the samples oi the analog signal a r e  conveyed by J separate binary digits, 

each or" which has a probability of e r r o r  P 

ta the binzTy digits by the expansion 

The kth level may be related e' 

(4- 5) 

( 1;) 
j 

whers  a 

levels may not yieid the minimum disturbance due to transmission e r ro r s ,  

but is simply de-coded by exponential weighting of the digits. 

the e:fect of transmission e r r o r s  i s  easily computed, a s  will now be seen. 

i s  jth binary digit in the expansion of the number k. This allocation of 

Furtkermore,  

The number of levels displacement due to a transmission e r r o r  

m a y  ba expressed a s  

Y - 1  
\- 

j =  0 

where a!T' is  the t ransmined digit and a!R) i s  the possibly err,oneous 

receive< digit. Now, i f  a l l  quantum levels a r e  equally likely, a 

equally likely to be 1 o r  0. Hence, 

J (T) is J 

j 

e 
( T) - a  (R) = 0 with probability 1 - P 

"j j 

so  that i t s  mean value 

J - 1  

j =  0 

= 1 with probability Pe/2 

= -1  with probability P / 2  e 

is z 

J -  

P =  

(4-7) 

ero. The2 D = 0, a s  required previously, and 

. .  



where L = 2 z . ( S ~ S  also Appendix I of reference 1. ) 

The output signal-to-noise ratio is given i rom 

To xxaximize this by choice of L requires relating Pa 

equation 4-4 to be 

(4-9) 

to L. Now, the J 
L 

digics a re  transmitted in  the sample interval, 1 / 2  f 

mission time per digit is 1/2f 

S and the(ane-sided) rioise spectral  density be N 

this is the normalized threshold. 

cor rss3ondhg to integration over the time T is 1/T, the expression for  

erroi rate is found(4) to be 

* hence, the t rans-  m '  
J. Letting the average signal power be 

we r r ~ y  express the 
m 

signal-to-mise rat io  reyerred to the RF bandwieth 0' 2f as S/2Nofm; 
m 

Noting that the RZ noise bandwidth 

(4- 10) 

J- a3 

which incorporates the normalized signal-to-noise ra t io  defined above. 

receiver  for  optimal demodulation. 
Lquation - 4-i0 is  based on availability of a coherent reference a t  the . 

Maximization of eqnation 4-9 for 8 given normalized power is  best  

cz r r i sd  out curnerically, since interest  is  limited to integral  values of 5. 
Calculation shows that the output signal-to-noise ratio i s  maximized usually 

by ckoosing J equal to the minimum integer for which t he  quantizing noise 

is sufficiently small. 
aliows a greater  P this does not compensate f o r  the greater  noise band- 

width. 

Although increasing J over this m k i m u m  value 

e' 
The resu l t s  are presected in  Table I1 and figure 4- 1. 
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S/2N f Np. of Digits (J) E r r o r  Rate o m  ( S  / N) out 

9.2  db 6 . 9  db 2 

19. 2 12.2 4 2 

29. 2 15. 7 6 2 

49.2 19. 8 9 2 x l o - 6  
39.  2 l 7 . 8  7 

~~ 

Table I1 Biphase P C M  

The curve in  figai-e 4-1 i s  not accurate in the sense that i t  has 

been drawn smoorkly through a small  number of computed points. Actually, 

the optimum number of bits per sample wi l l  be constant over a small  range 

of signal-to-rioise ratio. Over this range, the relation between output S / N  

ar;i normalized threshold is determined entirely by the e r r o r  r a t e  expression, 

c i n c e  tfis q2entizir.g noise is  fixed. 

Serent 3 cross  indicate where the number of bits per sample should be 

changed. These curves, based on equations 4-9 acd 4-10, a r e  presented 

i n  figure 4-2. However, a s  can be seen, the assumption of a smooth curve, 

as made in figure 4-1, is actually quite reasonable. 

The points a t  which the curves f o r  dif- 

The bandwidth occupied by the rr,odulated signal depends on the digit 

rate.  

raze, there  a r e  spectral  components further spread out. A safe assumption 

is that the banciwidth need sot exceed twice the digit rate. 

Although the noise bandwidth of the matched filter equals the digit 

A rr,ore efficier-t r=?et.hod for trar-srxitting digital iciormation i s  to 

Orthogonal and biorthogonal coding repre-  employ a corhinary zlphabet. 

sent examples of :his type of coding. ('1 Ilowever, the most  efficient is 

regular simplex cading, whereby the equal- energy waveforms have the 

le&is-, corTelaxlon ( - l /L ,  where L is the number of wzveforms). 

r a t e  performance of regular simplex codes may be obtained directly from 

5-t of o r t 2 o g o ~ ~ l  codes 3y 22plying the correction f x t o r  (L- 1) / L  to the 

sigzzl Towel. cozxpted fo r  the orthogonal codes. 

The e r r o r .  

14 
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Regular simplex coding has the property that the demodulation 

process i s  equally likely to give any of the 1;-1 erroneous waveforms, 

when an  e r r o r  occurs. 

missions e r r o r s  on signal-to-noise ratio is easily accomplished. 

ezsy to see  that the average number of levels displaced is zero under 

these cir  curns tances. 

Thus, the computation of the effect of t rans-  

i t  is 

i n  the present discussion, we shall assume that ezch amplitude 

level is repressnted by one of the regular simplex waveforms. 

i s  both the number of quantum levels and the number of waveforms. 

mar2 corr.p?izzted coding might take two o r  more  samples together, but 

t’his is not considered here. 

Thus, L 
A 

Letting k(T) denote the transmitted level and k(R) the possibly 

ezroneous received level, the displacement is 

(4-11) 

Since k(x) = k(T) with probability 1 - P an6 any other level with prob- 
e 

ability Pe/{L- I), the average displacement i s  

A I 

’ as stated above. The msan  square displacement is 

_. 

D2 
P e I 

L -  1 I, ?f 1 1 

P 

6 
L ( L f  1) e - - -  

(Sze ais0 appendix I of reference 1. ) 

i-.. flence, f rom equation 4-4, the outpat signal-to-noise ratio i s  ~, -- 

S 
($ 

oat 
A 

e L(L+ 1) I 

- f r  1 
12 

(4-12) 

(4- 13) 

(4- 14) 

. .  
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Again, the optimization of output signal-to-noise ratio depends on 

r e k c i n g  P to J, using curves derived for orthogonal code signalling with 

c oh e 7 e nt d em o dula t i on. '5) These curves have a n  abscissa  which is the 

signal energy per bit divided by the noise power per cycle. 

duratiori is  1 / 2  f 

absc issa  is  

e 

Since the bit 

this J and the (one-sided) noise spectral  density is N 
m 0' 

(4- 15) 

where the quantity i n  parentheses is the normalized threshold previously 

deilhed. 

J, z,-,.;ougE, L is  not truly rest r ic ted to being a power of 2. The 

rescizs are presezted i n  Table 111 and iigure 4-1. 
io:: bi2hase modulation in  figure 4-2 have not been computed. 

For simA$ici:y, the optimization has been car r ied  out fo r  integral  
- 1  

Curves s imilar  to those 

S / 2 N  i Xo. or' digits (J) E r r o r  Rate Out 0 :-1 
(S/N) 

9. 2 db 6. 5 db 2 2 x 
19. 2 

29. 2 

39. 2 
49 .2  

10.4 

12. 7 

14. 0 

15. 3 

4 4 x  

6 4 x  
a 3 

9 4x 

TABLE III, Regular Simplex Coding 

Comparison of the resul ts  shows that a relatively small  improvement is 

possible with higher level alptabets. 

is grea te r  by the rat io  (2 

Furthermore,  the spectral  occupancy 
J - l ) /J .  

If biorthogonal coding i s  employed instead of regulzr simplex, the 

coi-iii~~ii~LtatiGii~ efficiency is slightly p ~ r , ~ p _ r  io: J small. For J large; 

- A L 7  Lr;ogonal, biortsogona; and zegular s ixp lex  cociing merge, performance- 

wise. Furtharmore,  biorthogor.al codixg requires  about half the bandwidth, 

the occupancy rztio being 2 J-1 /J. 



4.5 THEORETICAL SHANNON LIMIT 

We can determine the theoretical bound on the performance of 
digital systems from Shannon's well known formula (5) 

) -3- 1.44 S / N  R =  B log2(! f-  (4- 16) S 
NoB 0 

where white Gaussian noise is presumed and the channel bandwidth B is 

made very large to maximize R. A theorem of information theory s ta tes  

that the l i m i t i q  power, as specified by equation 4-16, can be approached 

by coLing with as small an  e r r o r  r a t e  as  desired. Thus, assuming ideal 

coding, only quantizing noise remains, so that the output signal-to-noise 

ra t io  is simply 

2 J =(L - 1 ) = 4  - 1  
S 

( 3 )  
out 

(4- 17) 

f rom eqL;ztion 4-4, when J bits ?er szmple a r e  transmitted. 

Now, since sampling ab the r a t e  2fm i s  assumed, the information 

rate i s  R =  2fmJ. 

4-16 to be  

The normalized threshold is determined f rom equation 

= 0.693J - 
) -J-R--E- 

S 
(ZN r' 

0 Thresh o m  
(4-18). 

Equations 4- 17 and 4- 18 specify the performance of a n  ideal digital system, 

and the corresponding curve is  given in  figure 4-1. 

It may be observed that there i s  a large separation between the 

limiting cu-ve and those of practical  systems, this. separation being m o r e  

than is  usually attributed to coherent digital systems. A qualitative reason 

for this i s  the relatively large output noise contribution of even a low e r r o r  

rate, although such e r r o r  r a t e s  introduce a negligible reduction in  infor- 

mation rate from the e r ro r - f r ee  value. Thus, practical  digital systems 

a re  m o r e  severely penalized when output signal-to-noise ra t io  ra ther  than 

izformation r a t e  is used to evaiuate system Performance. 

. 



5. COMPRESSED DIGITAL TV TRANSMISSION 

One of the ways that the required t ransmit ter  power can be 

decreased is by reducing the information bandwidth via redundancy 

removal. 

picture correlation within a f rame and certain character is t ics  of the 

human observer.  

and may be t e r q e d  a method of "synthetic highs". 

two versions of the pictorial information a re  transmitted: (1) A low- 

pass  filtered signal which reproduces the gray scale over la rge  a r e a s  

and (2)  a n  edge indicating signal which reproduces the position of the 

contours accurately but quantizes the amplitude of a n  edge to a small 

r,ur=lber of levels. 

technique because the number of edges i n  a frame is reasonably small, 

typically. 

This is  theoretically possible for a T V  signal because of the 

One such technique has been devised by Schreiber (7)  
With this approach, 

The bandwidth of the TV signal is compressed by this 

To obtain an  estimate of the power saving that is realizable, the 

design of a d ig i t z l  moddator  will be presented for the particular para-  

me te r s  of interkst;  namely, 15  f rames /sec ,  500 l ines/frame, and one 

megacycle bandwidth. 

corresponding to 267 picture elements per line. 

devices, 5 12 l ines / f rame and 256 elements /line are  actually assumed. 

An analysis of the potential compression has been car r ied  out for 

a 512 by 512 picture by the Raytheon Co.,  who also presented a tentative 

design for the spacecraft  equipment. ( 8 )  However, this des ign i s  predi-  
cated on slow-scan TV and t ransmits  at a 30 kilobit/sec rate. 

this design is modified both for a reduced horizontal resolction and for 

an increased f rame rate,  but the basic  compression concept i s  unchanged. 

The use of a n  "electrostatic vidicon", w'hich is necessary in implementing 

the digitally controlled scan, is presum-ed feasible zt the higher ra tes .  

These numbers yield a horizontal resolution 

However, to f i t  digital 

Therefore, 

The Raytheon proposal calls for  filtering the lows signal to 1 / 16 
or' the  original video bandwidth and quantizing amplitude to 4 bits, which 

yields a n  adequate 3 5  a b  peak signal-to-rms noise ratio at a low e r r o r  

rate. F o r  the highs signal, the position of each edge is specified by 4 
bits and the edge amplitude is quantized to 3 bits. 

addition21 Sif to a id  system operation, each edge is conveyed by 8 bi ts  

Then including a n  
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of information. 

the average number of edges per line. 

mental data suggest the number is not greater  than 50. Fo r  the reduced 

resolution picture (256 elements/line), the average number of edges will 

be presumed not greater  than 30. The actual number must  be  measured  

by iur ther  experiment. 

The key i tem in estimating the expected compression is 

F o r  a full resolution picture experi- 

The total Lumber of bits  to represent  a single TV f r ame  may be 

computed from the above numbers. 

No. of bi ts / f rame in  lows = 512 x 256 x 4 = 32, 8oo 
16 

No. of bi ts / f rame in  highs = 512 x 30 x 8 =122, 900 

155, 700 - No. of bits/=- ~ a m e  - 

This means that the required digital t ransmission ra te  for 15 f r a m e s / s e c  

is 2. 3 4  megabitslsec.  

bits  per sample, a compression by the factor 4. 3 has Seen realized. How- 

ever,  a power sav5ng by this f9ctor (6. 3 db) is not correspondingly implied, 

since a n  e r r o r  rate with PCM of 

W i t h  the t ransmission of edge positions, on the other hand, a lower e r r o r  

r a t e  is required, since a n  e r r o r  w i l l  tend to displace the edge from its 

t ime location. It is estimated that a n  e r r o r  r a t e  of 10 , corresponding 

to a smal l  number of e r r o r s  per frame, is the maximum tolerable. The 

additional power needed to decrease the e r r o r  ra te  from 10 to  lo- '  is 

about 2. 8 db when biphase modulation of the c a r r i e r  is  used to t ransmit  

the binary digits, giving a net advantage of about 3. 5 db to the compressed 

.digital picture. ' 

Compared with direct  PCM transmission with 5 

st i l l  yields a n  output S / N  of 3 3  db. 

-5  

- 3  - 

The implementation of the digital com7ression technique hinges on 

a method for averaging the edge information to allow transmission over the 

channel a r  a uniform rate. The method proposed by Raytheon is  to s t a r t  

and stop the scan  under digital control, so that the vidicon itself s e rves  as 

the buffer storzge. 

t u r e  elements must  be short  enough to allow two scans per frame, allowing 

bock the lows signal and the highs signal t o  be transmitted. 

the i,z;'o,-mation describing a given edge must be available as soon as the 

information describing the preceding e l g e  has been sent. 

The basic scan t ime interval between successive pic- 

Furthermore,  

Raytheon has 
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specified a scan rate such that 32 basic scan intervals correspond to the 

time to t ransmit  the 8 bits describing the previous e2ge. 

16 element maximum edge spacing, 8 t ime intervals for 3-bit analog-to- 

digital conversion, and a safety margin. 
bi ts /sec,  the scan r a t e  i s  computed to be 9. 36 x 10 6 picture elements per 

second, and this is the required digital timing rate: The ratio of 4 also 

corresponds to filtering the lows picture to 1/ 16 the normal resolution and 

quantizing to 4 bits. 

This accommodates 

Since the digit ra te  is 2. 34 mega- 

A block diagram of the required spacecraft equipment is presented 

Two counters a r e  used to derive the horizontal and vertical  i n  figure 5-1. 

scan  voltages and hold a given picture element whenever the scan is stopped. 

The general  operation is  described in  the following paragraphs. 

To begin with, the l o w s  information is transmitted. The f r a m e  is 
6 scanned at a uniform ra t e  of 9. 36 x 10 

con output is low-pzss filtered to  1/ 16 the corresponding bandwidth, o r  

292 kc. 
signal to eliminate spurious contours, as described in section 4-3 and the 

resultant is converted to a 4-bit number. 

0. 0 1 4  second. 

elements per second, and the vidi- 

P. uniformly distributed pseudonoise is shown added to the lows 

A single lows f rame occupies 

At  the end of the lows s c m ,  the verticai  counter output s e t s  up the 

system t o  detect edges. 

a n  edge is  detected, the scan is stopped. 

a differentiator and threshold. 

2nd the edge position is specified by 4 bits f rom the horizontal counter. 

This information is  inser ted into the shift regis ter  as  soon as the previous 

contents have been t rammit ted,  a d  the scan is restarted.  

of 30 edges per  line, the highs scan will be completed in 0.05-28 second. 

However, i f  there  a r e  f e w e r  edges, the average f r ame  ra te  increases ,  

while with grea te r  picture detail, the f r a m e  rate decreases below the nor- 

mal 15 per second. 

The picture is  again scanned; however, whenever 

The edge detector i s ,  essentially, 

The edge amplitude is quantized to 3 bits 

With a n  average 

-4lthough not of direct  concern, mention may be made of the functions 

required in the ground demodulator. Basically, the ground receiver  must 

s to re  the first scan for subseqdect combining with the second scan of each 

fzame. Then, as the lows signal is read  out of storage, synthetic edges 
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a r e  generated f rom the highs signal with the requisite positions and ampli- 

tudes. 

reproduce the original picture. 

The synthetic highs signal is combined with the lows signal to 

It may be noted that the pseudonoise generator can be synchronized 

with the TV f rame and serves  as convenient synchronizing information denoting 

the s t a r t  of each frame. 

that sync i s  maintained despite the non-uniform scan during highs transmission. 

The inherent information i n  the highs signal insures  

5. 1 iMULTIPLEXING O F  TELfEMETiiY AND VOICE WITH 
COMPRESSED DIGITAL TV 

One advantage of digital TV t ransmission is the feasibility of non 

interfering multiplexing of the digital telemetry and digitalized voice by 

interleaving digits. Assuming PCAM voice at 3 2  kilobits/sec (8000 samples/  

sec, 4 bits/sample),  the voice and telemetry data ra te  is  132 kilobits/sec. 

Interleaving according to 3 telemetry 

bits will approximately yield the desired rates,  actually 110 kilobits/sec 

f o r  te lemetry and 36. 5 for voice. 

interleaving i s  that the required t ransmit ter  power is  se t  by the telemetry 

e r r o r  r a t e  specification of 10 This can be remedied by applying e r r o r  

correcting coding to the te lemeir , ,  at the expense of a n  increased digit 

rate, of course. 

bits and one voice bit for 64 television 

However, a disadvantage of this direct  

-6  . 

The selected ratio means that the 4 telemetry and voice bits may be 

inser ted after a sequence of 8 edges have been transmitted. 

actual location of these bits is unimportznt as long as the receiver  knows 

when they w i l l  occur. Minimum storage is  required in  the telemetry and 

voice channels with this interleaving, and demultiplexing may be accom- 

However, the 

plished by counting 64 TV digits and then stopping the timing pulses supplied 1 
! 

to the TV modulator for a duration equal to 4 digits. 

is  stopped, the telemetry and voice d ig i t s  a r e  transmixed. 

While the TV modulator 

Because the clock is  stopped periodically, the clock r a t e  must  be  
6 increased to 9 .9  x 10 

megabits/sec.  

5 - 2 .  

the required signal-to-noise ratio i n  a bandwidth of 2. 48 megacycles is  

computed to be 9. 6 db. 

pps, and the digit transmission rate becomes 2.48 
The general method of multiplexing is indicated in  Figure 

and biphase modulation of the ca r r i e r ,  - 5  Taking a n  e r r o r  ra te  of 10 

Although this does not directly yield the required 
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-6  telemetry e r r o r  ra te  of 10 

modulation techniques. 
, it wi l l  allow proper comparison with other 

The normalized threshold for the 1 m c  video band- 

width (fm = one megacycle) is then 10.6 db. 

\ 



6. ANALOG SIGNAL TRANSMISSION 

When an  analog signal is  to be transmitted at high quality, the modu- 

lation techniciues employed should reflect  this recpirement by providing a 

signal-to-noise ratio improvement factor. 

plishes this objective, as is well known, within limitations imposed by 

quantization and transmission e r ro r s .  However, a n  improvement factor 

can be realized with analog modulation techniques, al'so. 

In evaluating analog modulation techniques, white Gaussian noise is 

A s  a resul t  the output noise is of a fluctu- 

Digital transmission accom- 

presumed at the receiver input. 

ation nature, and output signal-to-noise ratio is quite reasonable as a 

fidelity cri terion. 

desired output signal-to-noise ratio at the lowest required power. 

cribed i n  section 3, a convenient way of defining required power is by the 

normalized threshold; e. g . ,  the ratio of signal power to noise power in  the 

two- sided information bandwidth, equation 3 -  1. 

Thus, the optimum modulation is  that which yields the 

A s  des- 

6. 1 CONVENTIONAL F M  DISCRIMINATOR 

Frequency modulation (FM) is  well known to exchange bandwidth for 

S / N  improvement; however, i n  the past, FM has suffered the penalty of a 

relatively high threshold. This high threshold is the resu l t  of using a non- 

coherent frequency discriminator i n  the receiver.  The threshold, inciden- 

tally, is usually defined as the point a t  which the l inear relation between 

input and output signal-to-noise ra t ios  breaks down. Thus, below threshold, 

the S / N  improvement is  reduced o r  even negated. 

Above threshold, the performance of F M  is well known(2) to be given 

by the relation 

where  AF i s  the peak frequency deviation for  sine wave rr.odulation a t  the 

frequency f 

f 

discriminator has a peak amplitude 2 r A F  and the output noise has spectral  

decsity (2rr f )  No/S. 
differentiation of phase effectively performed by the discriminator. 

and the output fi l ter  is presumed t o  have a shzrp cutoff above 

Equation 6 -  1 is  easily derived by noting that the output signal f rom the' 
my 

m' 

2 .  This "parabolic noise spectrum'' resu l t s  f rom the 
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Calculations of the actual output noise spectrum have been car r ied  
out by Rice(9), and his resul ts  have been used by Skinner (10) to derive 

the relation between input and output signal-to-noise ratios. By observing 

the points a t  which the l inear relation terminates, the threshold of the dis- 

criminator is  obtained. The threshold depends on the ratio of predetection 

ar,d post detection bandwidths, a s  given in  Figure 6- 1. An analytical . 

approximation is given by the points marked, according to the equation 

S = 3 . 8  (BIF/2fm) 0. 72 (n) 
thresh 

The required predetection bandw.il 

( 6 - 2 )  

. is  usually taken approximately 

equal to the peak-to-peak frequency derivation plus twice the base bandwidth. 

That is, 

Af 
m 

BIF = (f- 4- 1) 2f m 

Combining equations 6-2 and 673 yields 

AF 1. 72 

m 
= 3. 8 (f- + 1) s 

o m  (m) 
thresh 

(6-3) 

(6. 4) 

and the corresponding output signal-to-noise ratio is obtained f rom equa- 

tion 6-1. 

be derived later.  

Equation 6-4 is plotted i n  figure 9-2, along wi th  other curves to 

6.2 PHASE LOCK LOOP DISCRIMINATOR 

A phase lock loop can function as a n  FM discriminator because of 

i t s  capability for tracking the instantaneous frequency of the -modulated 

ca r r i e r .  

therefore, to follow the input frequency. The ultimate performance limita- 

tion on the phase lock loop is that an  excessive phase e r r o r  drives the loop 

into a nonlinear region and, very likely, causes loss of lock. This limitation 

leads to a threshold for the loop dependent on the character is t ics  of the 

applied modulation and the loop filter. 

mine loop threshold is much aided by the fact that the phase lock loop is a 
l inear  feedback device when the phase e r r o r  remains small, so  that super- 

position applies. 

-- - r\ The device frequency deviates a V L W  to mairitaili phase lcck ad, 

Fortunately, a n  analysis to deter-  
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To begin, the loop parameters  and  equations a r e  reviewed. The 

The low-pass fi l ter  in block diagram of the loop is shown in  figure 6-2. 

the output eliminates the output noise outside of the modulation bandwidth 

but does not affect tracking or change the loop threshold, 

modulation is described by the phase 8. and the output es t imate  of the 

The input phase 

1 
frequency modulation is given by the t ime derivative s eo. 

\ 

Figure 6 - 2 .  Phase  Lock LOOP 

The linearized equivalent for 0.  - eo small  is given in  figure 6 - 3 .  
1 

Figure 6 - 3 .  Linearized Equivalent Circuit  



The loop t ransfer  function for  phase o r  frequency is.. seen to be 

H(s) = F(s) eo  - seO se.= s f H(s) 
- -  

1 
0 .  
1 

and the t ransfer  function for phase e r r o r  is 

1 - F(s) S 
ei - e 

0 -  - s T n q q - =  'i 

( 6 - 5 )  

The open loop gain is, of course, H(s) /s .  

Provided that the loop remains linear, the j i t ter  in  the VCO phase 

due to input noise may be computed independently of the input signal modu- 

lation. Furthermore,  the mean square phase j i t ter  will be directly pro- , 

portional to input noise power under the same assumption. A simplified 

derivation of the magnitude of the phase j i t ter  proceeds as follows and is 

valid for  high signal-to-noise ratios. Let the input noise spectral  density 

be  N and the input c a r r i e r  power be S. Then, the spectral  density of the 

quadrature noise component is 2N Since the 

phase j i t ter  is the quadrature noise divided by the c a r r i e r  amplitude 2/2s , 
it has spectral  density N / S ,  and the mean square phase jitter is found by 

weighting the input spectral  density according to the closed loop t ransfer  

function F(s). 
shows that the above argument is  rigorously valid whenever the phase 

0 , 
(start ing at zero frequency). 

0 

0 

A more  detailed iterative solution has been derived and 

e r r o r  is small, as required by the linearity postulate. (11) 

The loop threshold must take into account the phase e r r o r  produced 

by both modulation and noise. Hence, optimum loop design attempts to 

reach  the best  compromise between excessive modulation phase e r r o r  

which occurs with a narrow loop bandwidth and excessive noise phase 

e r r o r  occurs with a wide loop bandwidth. The main question raised l a  the 

definition of modulation e r r o r ;  for example, the relative significance of 

peak versus  rms e r ro r .  In the following sections r m s  modulation e r r o r  

is emphasized; however, peak e r r o r  is considered in  cer ta in  special cases.  
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7. OPTIMUM DESIGN O F  PHASE LOCK 
LOOP DISCRIMINATOR 

A phase lock loop has been demonstrated qualitatively to function 

as a frequency discriminator capable of demodulating an  F M  signal. 

quantitative performance may be computed af ter  optimization of the loop 

The 

design has been carr ied out. This optimization problem will be treated 

in  two parts.  The f i r s t  considers the theoretical selection of the loop 

i i l ter  to minimize the loop threshold; the second t rea ts  the optimal selec- 

tion of specific simple fi l ters.  

Actually, there  a r e  two fi l ters of significance to loop performance. 

The f i rs t ,  o r  loop f i l ter ,  is in  the closed loop and significantly affects the 

threshold properties of the loop. The second, o r  output fi l ter ,  has no 

effect on threshold but is  required to eliminate noise outside of the base- 

bandwidth. It will be presumed to be a n  ideal filter withsharp cutoffat  the 
highest modulating frequency and yi elding a n  overall  flat response. 

The loop threshold occurs when the loop phase e r r o r  becomes ex- 

cessive. 

square phase e r r o r  has the advantage of being mathematically tractable, 

and this approach will be followed below except i n  certain special cases  

where peak e r r o r  is very important. The phase e r r o r  a r i s e s  from both 

signal modulation and noise, and the composite e r r o r  must be taken into 

From a theoretical  point of view, specification of allowable mean 

account when loop optimization is carr ied out. 

Using the mean square e r r o r  criterion, loop filter optimization can 

be car r ied  out for any specified signal spectrum. 

as usual. ) 

where the spectrum of the signal is unknown a priori .  Therefore, a reason- 

able approach is  to design for the worst spectrum; that is, the minimax 

concept appropriate to the theory of games is introduced. This approach 

has been followed by Yovits and Jackson, (I2* 13) and their work may be 

adapted to the phase lock-loop system. 

may be  termed the game theory filter. 

may be compared with the game theory performance. 

(White noise is presumed, 

This optimization is  not particularly significant i n  practical  cases  

The resulting optimum loop fi l ter  

Performance with practical  f i l ters  
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The game theory approach determines the filter which minimizes 

the mean square e r r o r  for  a given signal spectrum and then selects  the 

signal spectrum which maximizes the minimum e r ro r .  

max solution o r  worst  case. 

constraints : 

This is the mini- 

The optimization is  carr ied out under the 

(1) The fi l ter  is physically realizable. . 

(2)  
(3) The modulation has the maximum frequency fm. 

The rms frequency deviation AF is given as a parameter.  

The last constraint specifies bandlimited modulation, the second yields the 

effective spectral  occupancyof the R F  signal. Of course, the peak frequency 

deviation is  probably more  meaningful in  practice;  however, a n  rms  con- 

s t ra int  can be treated mathematically, as  previously mentioned. 

The mean square phase e r r o r  in  the loop a r i se s  f rom the additive 

white Gaussian noise of (one sided) spectral  density No and a l so  because 

the modulation can not be tracked exactly. If the input phase modulation 

has a spectral  density Si(f), the modulation e r r o r  is 

J o  

using the loop e r r o r  t ransfer  function of equation 6-6. 
mentioned, i f  the phase e r r o r  remains reasonably small, superposition 

applies, and the noise e r r o r  may be computed with the closed loop t rans-  

f e r  function of equation 6-5. Since the noise spectral  density at the multi- 

plier output has been shown to be 2No/(  c)2 = No/S, the noise e r r o r  i s  

A s  previously 

9, 

The total mean square phase e r r o r  is the sum of equations 7-1 and 7-2. 

The loop threshold may be defined by the inequality 

(7-3) 2 2 2 5 3.. r- < re 

3 3  
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w]iere r2 is appropriately chosen based on loop nonlinearity. A c o m m o n  e -  
L 

choice is o- = 1, which means an  rrns phase e r r o r  of one radian. In gcn- e 
eral ,  the loop optimization consists of minimizing r -F 0- subject to the 2 2 

S n 
constraints previously mentioned. 

parts:  (1 )  Minimize the loop phase e r r o r  for a given input spectrum S . ( f )  

and ( 2 )  Determine the "worst" spectrum; which maximizes the minimum 

phase e r ro r .  

The game theory optimization is i n  

1 

Present  approaches to phase lock loop design specify a second- 

order  loop t ransfer  function and require a suitably small  phase e r r o r  for 

sine wave modulation a t  any frequency below the cutoff f 

procedure presented in  the previous paragraph is more  general because 

a rb i t ra ry  t ransfer  functions and input spectra a r e  allowed. However, i t  

is a l so  rr.ore limited, since peak modulation e r r o r  is  not considered. 

The design m' 

The first par t  of the optimization problem has already been solved 

by Yovits and Jackson for  the case of specified signal spectrum. 

resu l t  is  

Their 

(7 -4 )  

f o r  the amplitude characterist ic;  the phase may be computed by the Bode 

relations!14) since both 1 - F ( j w )  and F(jo) may be shown to be minimum 

phase. Furthermore,  the minimum mean square phase e r r o r  is  found to 

oe 

(7-5)  

The maximum value ol' equation 7 - 5  i s  now to be obtained by'variation of 

S.(f)# subject to the constraints 
1 

1 f2S,(f) df = AF2 (7-7) 
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Equation 7-7 a r i s e s  because the instantaneous modulation frequency is the 

time derivative of the input phase. 

to the fact that S . ( f )  is a non-negative spectral  density; namely, 

There i s  an additional constraint related 

1 

No other limitations a r e  placed on S.(f). 
1 

Inspection of equations 7-5 and 7-7 shows that Si(f) w i l l  tend 

to be concentrated a t  the lower frequencies. 

the non-negative constraint of equation 7-8. 

both equations 7-5 and 7-7 a r e  zero for f>fm,  the calculus of variations 

may be applied to  give 

For  the moment, let  us ignore 

Noting that the integrands of 

- X f 2 =  0 ( N  0' S) f .  Si(f) 
1 

(7-9) 

where X is a Lagrangian mdtipl ier .  

straint of equation 7-7 gives 
Solving fo r  S . ( f )  and using the con- 

1 

(7- 10) 0 
N 2 '  

1 2 N f  
o m  ) - - -  

Si(f) = (F m -I- 3s f 2  S 

in  the range f.<fm, of course. Xowever, equation 7-10 does not satisfy 

the non-negative constraint over the entire range of deviation ratios. 

quiring that S . ( f )  be non-negative yields the limitation. 

Re- 

1 

1 > 2 
S 

2N f I o m  
(7-11) 

A s  w i l l  be seen later,  this limitation is actually satisfied over the range of 

deviation ratios of interest. Then, substituting equation 7- 10 into equation 

7-5 and integrating gives 

which i s  the desired game theory phase e r ro r ,  provided the inequality of 

equation 7-11 is true. 
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The game theory nature of the solution may be observed directly 

from the modulation e r r o r  of equation 7-1, since the noise e r r o r  of equa- 

tion 7-2  i s  fixed aXter the transfer function is specified. 

equation 7-10 into equation 7-4 yields for the amplitude of the game theory 

filter . 

Substituting 

. .  

2 

opt. 
11 - F ( j w ) [  = 

1 S A F ~  
T +  Nf 7 o m  m (7- 13) 

Then, for  an  a rb i t ra ry  input spectrum bandlimited to fm 

m 2 

S Si(fl 1 1 - F(jo) 1 df 
opt. 

(7- 14) 
1 S 

- - f  3 Nf o m  

where equation 7-7 has been used. Thus, the modulation e r r o r  and, there- 

fore, the total e r r o r  is independent of the spectral  shape of the input modu- 

lation, a s  i s  characterist ic of a game theory solution. 

difference between equations 7- 12 and 7- 14 yields the noise e r ro r .  

Incidentally the 

The normalized threshold for a given r m s  deviation ratio D / f m  

may now be computed from equation 7-12, 

square e r r o r  0- one has 

That is, for a given mean 
2 

e '  

S S 2 
m o m  

log e . ( 7 -  15) 
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which is a transcendental equation in the desired threshold. 

hold, the usual F M  improvement applies. While the improvement is 

commonly specified in te rms  of peak deviation ratio f o r  a sine wave, i t  is 

6 ( M / f  ) in te rms  of the r m s  deviation ratio used here. A plot of norma- 

l ized threshold versus  r m s  deviation ratio is given in  figure 7-1 for the two 

cases  0- = 1 and 0. 5 .  A plot of output signal-to-noise rat io  versus nor- 

malized threshold is given in figure 7-2, again for the two cases  re = 1 
and 0. 5. 

Above thres-  

2 
m 

e 

A s  a further observation, equation (7-14) divided by the total mean 

This fraction is square phase e r r o r  gives the fraction due to  modulation. 

plotted in  figure 7-3 and is seen to be small. 
deviation ratio becomes very large. 

It approaches zero as  the 

7 . 2  OPTIMUM SECOND ORDER LOOP 

A commonly used fi l ter  for a practical phase lock loop is (to a good 
approximation) the ideal integrator (15) 

K \ 

q s )  = l/zz f - S 

for  which the loop transfer function i s  

TJ& s + K  

s2 t<K s t K  
F(s) = 

(7-  16) 

(7-  17) 

The. quantity */2rr is called the loop resonant frequency B 

compare the thresholds of phase lock loops with the optimum game theory 

We.wish to 
0' 

t ransfer  function and with the second order  fi l ter  of equation 7-17. 

wi l l  indicate the potential improvement by going to more  complicated f i l ters  

This 

Equations 7- 1 and 7-2  still apply and evaluation' of the integral i n  

equation 7-2 yields 

r2 = 0. 53 fi N / S  n 0 
= B  N / S  N o  (7 -  18) 

Equation 7-18 is interpreted by defining the noise bandwidth of the loop to be 

BN ='O. 53 fl (7- 19) 
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F o r  the modulation e r ro r ,  the "worst" case is of interest. Now, f o r  the 

second-order t ransfer  function of equation 7- 17, there obtains 

f4 (7-20) 4 4  

4 - 0 

11 - F ( j w )  l 2  = 
- 

-I 
K f w  Bo 4- f 

and the maximum modulation e r r o r  wil l  occur for sinusoidal modulation 

a t  the cutoff frequency f i f f  ( B  or  a t  the frequency B otherwise. 

We assume that the former case applies. Then, the modulation e r r o r  is ma m 0' 0' 

(2n A F ) 2  w 2 
m 2 

r =  
S K2 f w 4 

m 

(7-2 1) 

For  any given r m s  deviation ratio AF/f  an  optimum K can be m' 
selected to minimize r 2 f 0- 2 Alternatively the optimization can be s '  n 
viewed a s  the minimization of S/N 

the la t ter  point of view and writing CT 
No/S, yielding n 

for  a specified total e r ror .  Taking 
2 2 2 + bs = Ce , we may solve for 

0' I 

1 
:I 

(7-22) 

which is to be maximized by choice of K. 

be rewrit ten with the substitution K fo r  w 

respect to K and equating to zero, the solution is obtained 

( If w >K, equation 7-22' should 

By differentiating with . ) 2 "  
m 

(7-22 
2 2  

m e  (2rrAF12 11 - 0 .4  ---. 
(2n AF) 

c w o -  - 
2 2. 5 K = - w  

1 2 m  
0- e 'I 2 

and f o r  reasonable deviation ratios, w m 
the solution. Substitution of equation 7-23 into equation 7-22 with 0- = 1 

and 0. 5, respectively, yields the curves fo r  the second order  loop presented e 

in  figures 7-1 and 7-2. 

- < K, as required for validity of 
. 

I 
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For large deviation ratios, K becomes directly proportional to the 

product of cutoff frequency and deviation, so  that the loop noise bandwidth 

increases  as the square root aE the deviation ratio. 

ncrmalized threshold i s  ' 

For  this behavior, the 

S 

Z"0fm 0 - f  e m  

(7-24) 

and the relation between output signal-to-noise ratio and normalized threshold 

is 

= 0.06 .-,'" (S/2N f ) 5  o m  thresh 
(7-25) 

This means that a one db increase in normalized threshold, caused by an 

increase in deviation ratio,yields 5 db increase in output signal-to-noise 

ratio. 

show that the output signal-to-noise ratio increases  only by 2. 2 db fo r  each 

one db increase in  normalized threshold. 

of the phase lock loop as a discriminator. 

Equations 6- 1 and 6-4, which apply for  the conventional discriminator, 

This i l lustrates the superiority 

7 . 3  OPTIMUM FIRST ORDER LOOP 

Noting that for small  modulation indices, the loop noise bandwidth 

i s  comparable to the frequency deviation, the wide tracking capability of 

the second order loop is not really needed. 

loop (H(s) = K) may be considered. 

Consequently, th'e f i r s t  order 

Optimization on an r m s  e r r o r  basis 

wi l l  be carr ied out here, i n  similarity withthe approach for the game theory 

fi l ter  and the second order  loop. 

The loop e r r o r  transfer function for  the f i r s t  order lobp is 

S 1 -.F(s) = - s t K  (7-26) 

and the loop noise bandwidth i s  computed to  be K/4. (This multiplies the 

spectral  density N /S to give the mean square noise e r ror .  ) For an  r m s  

frequency deviation AF, the modulation e r r o r  is 
0 

(7-27) r2 = (2TrAF) 

S a2+ KZ 
and the maximum modulation e r r o r  occurs fo r  w = 0. 
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The total mean square e r ro r ,  then, is 

0 2 
e 

' K  N 
f 4  s = o -  ( 2 r A F )  

K2 
(7-28) 

The choice of loop gain K which maximizes N /S (minimum normalized 

threshold) i s  found to be 
0 

K =  7/3 2 r r A F / r  e (7-29)  
I 

Substituting the optimum gain into equation 7-28  and solving fo r  the 

normalized threshold yields the result  

- - 
b 1 )thresh.  e 

(7-30)  

indicating that reducing the phase e r r o r  limit re by a factor of 2 ra i ses  

the threshold by 9 db. Applying the usual F M  gain gives 

so  that the improvement factor i s  better than 

fo r  smal l  (S/N)out. Equations 7-30 and 7-31 

(7-31) 
thresh .I1 J 

with a second order  loop only 

a r e  plotted i n  figures 7-1 and 

7-2 to  facilitate the comparison of f i rs t  and second order  loops, 

7.4 OPTIiMUM MODULATION WITH GAME 
THEORY FILTER 

Frequency modulation has been presumed primarily because of i ts  

well-known ability to trade bandwidth for  signal-to-noise ratio improvement. 

However, using a phase lock loop demodulator does not necessarily lead to 

irequency modulation as the optimum theoretical choice. 

problem may be discussed a s  a generalization of the game theory solution 

previously presented. 

This optimization 

. 

The constraints on the choice of signal spectrum and method of 

modulation a re :  
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1. 

2. 

Input modulation power i s  specified. 

Required output signal-to-noise ratio is specified. 

C i  course, the ca r r i e r  p w e r  and input noise spectral  density a r e  a lso fixed 

parameters.  

to the above constraints. To simplify the computation, it w i l l  be presumed 

that the output phase noise from the phase lock loop i s  essentially flat below 

the maximum modulation frequency f m' 

function Y(f) on the loop output, which i s  taken to be the VCO phase, obtained 

by passing the output frequency through an  ideal integrator. 

i f  Y(;3 i s  propArtiona1 to f , frequency modulation results. 

weighting Y 
Then, the constraints become 

It i s  desired to minimize the mean square phase e r r o r  subject 

The method of modulation may be described by a non-negative weighting 

F o r  example, 
2 

The inverse 
- 1  (4 is employed at the modulator to give a n  overall flat response. 

c 

(7 -32)  

and 
f 

No rm I N  1 
out 1 y(f) d f =  

0 

(7 -33)  

where S . ( f )  1 must  be non-negative. Now, the game theory solution consists 

of assuming the wcjrst signal spectrum, which maximizes the phase e r ro r ,  
f '  

..~ I 

is used with the best  weighting, which minimizes the phase e r ror .  

that Si/Y gives the input phase modulation spectrum. ) 
(Note 

Applying the calculus of variations yields the pair of equations 

_. - 
(7 -35)  
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and 

(7-36) 

The solution of equations 7-35 and 7-36 is expected to have the desired 

saddle Taint behavior and turns out to be simply . 

Y(f) = constant 

S . ( f )  = constant 
1 

(7-37) 

over the modulation bandwidth, and the non-negative requirement is satis  - 
fied. The interpretation of the solution is that pure phase modulation is the 

optimum method of modulation to be used with a phase lock loop incorpora- 

ting a game theory filter. 

Evaluating the constants from'the constraints, equations 7-32 and 

7-33, yields for the game theory phase e r r o r  

out I '  f N  2 m o  
<3- = -  

e S 
(7-38) 

or solving for (S/Wout 

(7-39) 

For comparison, equation 7-  15, which i s  the game theory solution for 

frequency modulation, may be written as 

(7-40) 

m. inus, f o r  a high deviation, FM yizlda 4 db l e s s  (S/hT\ * .' out ------ 
normalized thresholds, when the optimum game theory  f i l ters  a r e  employed 

f o r  each. 

P-M a t  equal 

It is interesting to note that the second order  loop actually i s  inferior 

f o r  PM, and F M  is,  therefore, 

practical  case. The reason is 

the highest frequency, at which 

a more  suitable modulation choice for the 

that the modulation e r r o r  is maximum at 

F M  causes a smaller  phase deviation. 

. .  
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The optimum 

11 - F ( j w )  1 = 

equation 7 - 4  to be 

game theory filter for  phase modulation is found from 

1 

f <fm (7-41) 

f > f ./ 
m 

hence is an attenuation step. 

function is 

The phase corresponding to this amplitude 

(7-44 

which displays a logarithmic infinity a t  f = fm. 

7-41 is actually unusable because it does not approach zero a s  w+O. 

This means that a frequency e r r o r  due to mistuning of the VCO wil l  pro- 

duce an  infinite phase e r ror .  

lation presumes perfect knowledge of the frequency, an  impossibility in  

practice. This difficulty can be eliminated with a negligible theoretical 

penalty by making 1 - F ( j w )  approach zero a t  very low frequencies. 

ever, the transient response of the loop would then, very likely, be unaccept- 

able. 

F rom a practical  point of view, the "optimum" filter of equation 

That is, the optimum filter for phase modu- 

How- 

7 . 5  OPTIMUM MODULATION FOR SECOND 
ORDER LOOP 

We may perform a restricted version of the analysis in section 7. 4 

by directing attention a t  the second order loop. 

determine the optimum weighting function Y ( f )  for a fixed loop fi l ter ,  again 

assuming the constraints of equation 7-32  and 7-33 .  

width is held fixed, and the maximum modulating frequency is assumed much 

l e s s  than the loop resonant frequency. 

we wish to minimize the modulation e r r o r  f o r  the worst  input spectrum. 

The problem i s  now to 

The loop noise band- 

Then, the noise e r r o r  is fixed, and 

Mathematically, the function Y ( f )  is to be chosen so that the maximum 

value of 
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(7-43) 

f o r  a rb i t ra ry  S . ( f )  is minimized. 

and concentrating Si(f) at the worst  frequency, we cbtain the requirement 

F rom the constraint of equation 7-32 
1 

iMinimiz e f4  1 
over all Y(f) 

B: y( f )  /Max  

(7-44) 

subject to the constraint of equation 7-33. The result  i.s that 

Y(,3 = Xf4 (7-45) 

This means that the modulation should be doubly integrated before phzse 

' modulating the car r ie r .  Since frequency modulation corresponds to only 

a single integration, i t  is not optimum for the worst  case modulation spec- 

trum. 

F rom a practical point of view, doubly integrating the modulation 

corresponds to pre-emphasis of the low frequencies in a n  FM system. The 

result  i s  that the peak frequency deviation for  sinewave modulation approaches 

infinity a s  the modulating frequency approaches zero. 

i s  not acceptable i n  practice. 

modulation may be considered a s  a practical optimum modulation for second 

order  loops. 

This system behavior 

Hence, the single integration of frequency 

It  i s  interesting to note that frequency modulation is $heoretically 

opcimum when the inpi t  r,odulztio:: spectrum is flat. 

to minimize the modulation e r ro r ,  given by , 

In this case, we wish 

f 

I df i, I34m 0 
' (7-46) 
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by choice of Y ( f )  subject to the constraint of equation 7-33 .  
of variations gives the result  

The calculus 

2 Y ( f )  = Xf 

which corresponds to  pure frequency modulation, of course. 

(7 -47)  

. . .  
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8. APPROXIMATE THRESHOLD O F  FM 
FEEDBACK DEMODULATOR 

The FM feedback demodulator has been advanced a s  capable of 

operation a t  a lower threshold than a phase lock loop discriminator because 
i t  can tolerate a la rger  modulation e r ror .  (16) This statement is subjected 

to scrutiny in the following approximate analysis of a n  FM feedback demodu- 

lator. 

Enloe has stated the desirability of incorporating a "baseband" filter 

i n  the feedback path and making the IF bandwidth as wide as possible con- 

sistent with a n  adequate signal-to-noise ratio at the frequency detector. 

Consequently, we may represent the F M  feedback demodulator a s  shown in  

figure 8-1. The dotted IF filter indicates that it is so wide that it does not 

need to  be included in  the transfer function. 

moment. 

Noise is not discussed, fo r  the 

Figure 8- 1. FM Feedback Discriminator 

The equation describing loop behavior in  accordance with the above 

assumptions is 

so that the t ransfer  function for instantaneous frequency is 
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The instantaneous frequency at the mixer output is given by 

These equations may now be employed for sine wave frequency modulation. 

If the input c a r r i e r  is frequency modulated at the frequency f, the 

input phase is 

4F 0 .  = - sin o t 
1 f 

(8-4) 

where AF is the peak frequency deviation. 

tion a t  the mixer output is 

Then, thepeak frequency devia- 

This i s  needed ultimately to specify t i e  required IF bandwidth. . 

The simplest  filter in  the feedback path has a single pole and i s  

H(s) = K 
1 f T S  

which contains a gain factor K and has a 3-db cutoff frequency of 1 /2 . r r~  in  

cps. In t e r n s  of this filter, the frequency t ransfer  function is 

s80 K 1 - =  - sei K +  1 I +  T S / ( K +  1); 
( 8 -  7) 

showing that the ciosed ioop transfer function has a wider bandwidth than the 

feedback fi l ter .  The noise bandwidth is that of a single pole filter and i s  

1 - cps 

r e f e r r r e d  to the DC gain, which is K/(K t 1). 
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The compressed frequency deviation a t  the mixer output is also of 

interest  and is found from equation 8-5 to be 

Equation 8-9 demonstrates that the frequency deviation in the IF is, in fact, 

compressed by the factor K f 1 for  low modulating frequencies. 

the deviation in the IF starts increasing nominally at WT = 1, a result  of 
frequency limitation in  the feedback path, Thus, we may write, optomistically, 

However, 

1 f = -  
m 2n-r (8- 10) 

a s  the maximum allowable modulating frequency. 

input c a r r i e r  is, therefore, 

The deviation ratio of the 

AF 
f m 

- =  2;rUT 
\ 

(8-11) 

Now, the effects of noise must be introduced. 

The input noise is presumed to be white Gaussian with the (one- 

sided) spectral  density No in watts/cps. 

quadrature component of the noise produces phase jitter on the input car r ie r .  

Because the quadrature noise has spectral  density 2No, and the phase jitter 

i s  this noise divided by fi, the jitter has spectral  density 2No/ ( @)2 = 
No/S. Hence, the mean square phase j i t ter  due to noise in the VCO output 

is 

The usual assumption is that the 

1 2 N 

10 S K i - 1 )  B N =  - 
O K  - - (- 2 

nois e 
(ei - eo) (8- 12) 

-. i n e  ias t  equality of equation 8-12 uses the empirical result t k t  the "closed- 
loop" threshold in  the F M  feedback demodulator occurs when the r m s  phase 

j i t ter  is about 1 / 3  radian. (16) 

It i s  now necessary to introduce the IF filter, under the previously . 

mentioned assumption that i t s  width is so  great that eqs. 8-7 and 8-8 a r e  not 

affected. The approximate criterion may be used that the 3-db bandwidth 

of the fi l ter  equals the (compressed) peak-to-peak frequency deviation plus 

. .  
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twice the maximum modulating frequency, o r  ( 1 / n ~ )  + U / ( K  t 1). The 

noise bandwidth of a single pole IF i s  n/2 greater,  so that the signal-to- 

noise ratio at the frequency detector input is 

(8-13) 

and the deviation ratio in  the IF is, of course, ~ T A F T / ( K +  1). The threshold 

for a n  ordinary frequency detector may be used here  to establish the minimum 

allowable value of eq 8- 13 and, therefore, the maximum AF. 

curve is presented in  figure 6-1. 

the.frequency detector or "open-loop" threshold may be  expressed as 

. . This threshold 

Using the approximation of equation 6-2, 

S 0. 72 (x) Fr eq.' det. th resh  = 3 . 8 [ $  (g + 1 ) ]  (8-14) 

The proper demodulator design is achieved by equating the feedback 

threshold given by eq 8-12 with the frequency detector threshold of equation 

8-14 and substituting eq 8-8 for the loop noise bandwidth. 
\ 

The result  is. 

(8-15) 

which may be solved for the deviation ratio a s  a function of K, as follows. 

= 0.973 K l6 (K f- 1)'. 42 - (K + 1) ( 8 -  16) 
f- m 

2 T m T  = 

Now, eqs 8-8 and 8-10 yield the relation 

BN - -  Ti ( K t  1) f- 2 
m 

which combined with eq. 8-12 gives 

2 = 2. 5rr K /(K +- 1) 

(8-17) 

(8-18) ~ 
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Combining equations 8-16 and 8-18 yields the normalized threshold a s  a 

function of the deviation ratio. 

Seen that the FM feedback demodulator is inferior to the second order  loop, 

provided that an  r m s  phase e r r o r  greater than 0. 5 r ad  can be tolerated in  

This function i s  plotted in figure 7-1. It i s  

the phase lock loop. This is t rue in practice. 

If the output signal-to-noise ratio a t  threshold i s  computed using the 

usual gain, i t  is found that for each one db increase i n  normalized threshold, 

the output signal-to-noise ratio increases by 4. 2 db, for wide deviation ratios. 

Again, this is inferior to the second order phase lock loop. 

It may be observed that the FM feedback discriminator performance 

should be improved by substituting a better discriminator in  place of that 

shown in  figure 8-1. 

filter and discriminator, thereby lowering the "open-loop" threshold. In 

that case, the FM feedback discriminator actually reduces to a phase lock 

loop; however, the'loop filter is usually more  complex than normally em- 

In fact, a phase lock loop can directly replace the IF 

ploy e d. 
To il lustrate this, suppose that the phase lock loop filter is H1(s), 

a s  shown i n  figure 8-2. - - -- -- --- 
. I- 

Figure 8-2. FM Feedback with Phase Lock Loop Discriminator 

Because the feedback paths a r e  in parallel, the VCO's may be combined, and 

the effective phase lock loop filter i s  

(8-19) 

F o r  example, suppose that the phase lock loop discriminator is f i r s t  order, 

so that H1(s) = K1. Then, i f  the baseband filter is single pole, as specified 

by equation 8-6, the effective loop filter is 

53 



(8-20) 
K 1 f S T / ( 1  f K) 

He(s) = K1( 1 f 14- 7 s  ) = K 1 ( l + K )  1 s? 

which i s  the conventional second-order filter with a finite integrator. 

.on the other hand, the inside loop is second order,  the resulting loop would 
If, 

effectively be third order. 

Thus, the conclusion i s  reachek that an  F M  feedback discriminator 

with any given filter is certainly inferior to a phase lock loop with a n  appro- 

priate higher order  filter. 

double loop arrangement  of a second-order loop and baseband feedback. 

It may a lso  be concluded, because the amount of tolerable phase 

The higher order  filter is easily realized by the 

noise appears to  be lower for the F M  feedback loop with a conventional dis- 

criminator, that even the second-order phase lock loop will yield a lower 

normalized threshold than an  F M  feedback demodulator with a reasonably 

simple baseband filter. 

\ 
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9. APPLICATION TO TELEVISION SIG IL TRANSMISSION 

The game theory optimization discussed i n  section 7 to minimize 

the maximum mean square phase e r r o r  due to both signal modulation and 

noise i s  directly applicable when the signal modulation is stochastic and 

average power limited and a mean square phase e r r o r  cri terion i s  truly 

significant. 

because of the thresholding characterist ics of a phase lock loop; namely, 

excessive phase e r r o r  (exceeding about n/2 radians) will cause l o s s  of 

phase lock. 

It wil l  be noted that a phase e r r o r  minimization is significant 

With a practical application of F M  techniques to television t rans-  . 

mission the constraints a r e  somewhat different than mean square, as des- 

cribed above. Although the modulation is stochastic, i t s  peak-to-peak 

excursion i s  the specified quantity since this determines the spectrum 

occupied by the F M  car r ie r .  Similarly, the maintenance of phase lock in 

the demodulator is dependent more on avoiding a large instantaneous peak 

in the phase e r r o r  than on insuring a low r m s  value. 

investigation of optimum loop design is warrented, i n  the light of practical 

television signal transmission. 

Thus, a further 

One may ask, first, the relation between peak-to-peak frequency 

deviation of the c a r r i e r  and the r m s  deviation employed in the previous 

analysis. 

lation; for example, with a uniform distribution, the peak-to-peak deviation 

i s  

the factor i s  2 c, and the limit i s  a factor of 2 fo r  a square wave. ' (The 

la t ter  can still be bandlimited i f  i t s  frequency i s  low compared with the cut- 

off. ) Thus, for  the latter,  the mean square modulation e r r o r  wil l  be 3 t imes 

greater  than fo r  a uniformly distributed s i p a l ,  when the peak-to-peak 

deviation i s  the same for  both. 

Clearly, this depends on the amplitude statist ics of the modu- 

2 fi t imes the r m s  deviation. However, with sine wave modulation, 

9. 1 PEAK ERROR I N  SECOND ORDER LOOP 

The second order  loop w i l l  be discussed first .  The peak phase e r r o r  

produced by a change in the signal modulation i s  of interest  and may easily 

be computed from the linearized e r r o r  transfer function 
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For  a frequency step 6f, the peak phase e r r o r  is (17) 

6f = 2.86- 
fi 

(ei - eo) 
peak 

(9-2) 

Inspection of equation 9-2 shows that an  excessive phase e r r o r  wil l  occur 

fo r  a wide deviation frequency step, unless the loop bandwidth is greater than 

would be needed for  bandlimited modulation. Thus, an  instantaneous fre-  

quency step should be prevented by appropriate filtering. 

The effect of bandlimiting to a cutoff may be represented by a finite 

r i s e  time, so  that a modulation change is characterized by a frequency 

ramp. (18) The peak phase e r ro r  i s  found to be only slightly greater (6  per-  

cent) than the steady state phase e r ro r ,  which may be obtained directly f rom 

equation 9-1 a s  

where f i s  the ra te  of change of kequencyin cps/sec. Then, i f  the peak- 

to-peak frequency deviation is A F  

1/2 f the phase e r r o r  becomes 

and occurs i n  the Nyquist interval 
P-P 

m' 

F r o m  equation 7-20, the peak e r r o r  for sinusoidal modulation at the 

frequency f may be computed; the resul t  i s  m -J 

( zTfm j &- - - P-P 
2f (ei - eo) 

peak VIS 2 f (2Tf ) 4  m 
m 

(9-5) 

where the peak-to-peak frequency deviation again is AF 
equations 9-  5 and 9-4 is 

The ratio of 
P-P' 

56 
4 . .- 

I 



fo r  reasonable deviation ratios. Equation 9-6  shows that sinewave modu- 

lation a t  the cutoff frequency imposes a more  severe burden on the phase 

lock loop than a ramp with a r i s e  time equal to the Nyquist interval ( 1/2fm). 

loop may directly be carr ied out in te rms  of peak transient response to a 

frequency ramp a t  the maximum slope. The peak phase e r r o r  i s  obtained 

from equation 9-4 in  t e rms  of r m s  duration AF, as employed in  section 7, 

by the substitution 

An alternative and practical design procedure for the second order  

AI? = 27/2 AF 
P-P 

(9-7) 

The design criterion requires a reasonably low probability that noise wi l l  

cause the phase e r r o r  to become excessively large,  the usual limit being 

taken as r/2. That is, we require 
\ 

8 n f i f  m AF 

K (9-8) 

where y i s  a factor depending on the desired low probability of a large phase 

e r ro r .  A value of about 2 appears about right. 

The loop constant K may be chosen to optimize the normalized thres-  

Solving for the mormalized hold by making S/2Nofm a s  low a s  possible. 

threshold and differentiating with respect to K yields the optimum result  

K = 2 .9  om(2~&-) (5)-9) 

Equation 9-9  may be compared with equation 7-23, which may be written 

w (2TTLW) 2. 24 
0- m e 

K g  - (9- 10) 
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fo r  deviation ratios not too small. 

solutions, although based on different cri teria,  a r e  essentially identical, 

except for  a numerical  constant. 

loop threshold i s  probably defined by r = 0. 8, which is in the expected 

range between 0. 5 and 1 .0  radian. 

The comparison shows that the two 

The comparison further suggests that the 

0 

9.2  P E A K  ERROR IN THIRD ORDER LOOP 

The analysis in section 7 suggests that improved performance wi l l  

be realized with a phase lock loop incorporating higher order filters. 

third-order loop which is derived on the basis of loop response to a frequency 

ramp(i5)  yields a transfer function of the form 

The 

3 2Bs2 f 2B2s f B 

s 3 t  2Bs2-I- 2B2s f  B 3 F(s) = 

and the magnitude of the e r r o r  transfer function is 

6 

B 3  +so6 

w 2 
11 - F ( j w )  1 = 

Calculation of the loop noise bandwidth gives 

B N =  0. 833 B 

(9-  11) 

(9-12) 

(9-  13) 

A s  in  section 9. I, a frequency ramp is presumed fo r  the input modu- 

lation, and the peak transient phase e r r o r  i s  desired. 

quiescent conditions initially, the transient is computed to be 

With a slope i. and 

ei(t) - eo(t) = - 2nf { e -Bt - 1. 152 e -Bt'2 cos(. 866 Bt f 2 ):i (9-14) 
B2 

which has a peak value of 

2 T i  2 4  = 0.4- = 0.277 7 
B2 BN 

(ei - eo) 
peak 

(9 -  15) 

N,oting that the noise bandwidth of a second order  loop is  0. 5 3 f i  equation 

9-3 gives 
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( F o r  second order  loop) 25ri (ei - eo)  = 0.28 - 
peak 

(9-  16) 

Comparison of equations 9-15 and 9-16 shows that fo r  equal noise band- 

widths, the third order  loop can not t rack a significantly greater  frequency 

slope than the second order  loop, hence does not offer a significant perfor- 

mance advantage. 

the mean square e r r o r  can be made lower by using a third order  loop. 

However, because the steady-state' phase e r r o r  is zero 

Of course, there  is an  additional practical disadvantage of a third- 

order  fi l ter;  namely, that i f  the loop gain is reduced sufficiently, the loop 

becomes unstable. 

9.3 PEAK ERROR IN FIRST ORDER LOOP 

In section 7-3, the f i r s t  order loop is found to have a slightly lower 

threshold than the second order  loop for  low deviation ratios, according to 

the mean square optimization approach. 

may comider  consider an  alternative optimization based on transient response 

to  a frequency ramp input. 

peak frequency deviation limits, since the first order  loop can not t rack over 

a wide range, 

As with the second order  loop, we 

However, the ramp must be confined within the 

and the steady-state phase e r r o r  with mistuning. 

The single pole nature of the phase e r r o r  transfer function means no 

overshoot; hence, the peak phase e r r o r  is the steady-state e r r o r  at the peak 

deviation, o r  
r 

Since the noise bandwidth of the first-order loop is K/4, we may write the 

thresfidd cecditien 2 s  

The threshold is minimized by the solution 

K =  2.7.(2nAF) (9-  19) 
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Comparison of equations 9-19  and 7-29  shows that there is only a numerical  

factor separating the two solutions, and further suggests re = 0. 65 radian 

as an  approximate threshold specification. 

penalized somewhat more  by transient phase e r r o r  than the second order  

loop, offsetting the apparent advantage for  low deviation ratios, to some 

extent. 

Thus, the f i rs t  order  loop is 

9 . 4  MODIFIED SECOND ORDER FILTER 

The second order  filter with a perfect integrator has the particular 

advantage for  many frequency tracking applications that the steady state 

phase e r r o r  is zero despite a frequency e r r o r  due to Doppler o r  mistuning. 

By using an  imperfect integrator, a n  improved filter design may be realized, 

whereby the loop threshold i s  reached a t  a lower signal-to-noise ratio, a t  

least  according to  a mean square optimization criterion. 

Maintaining the damping factor of 0. 707, the most general second 

order  loop e r r o r  transfer function is 

s(s  +- p712K) 

s2+ m s + K  
1 - F(s) = (9 -20)  

'This function causes F(s) to become small  as s +co and, also, gives a 

finite phase e r r o r  with a steady frequency offset. 

i s  

The loop noise bandwidth 

fi 1 f 2( 1-p) 2 

4 *  
17 F ( j w )  1 df = 

JO 

BN = (9 -21)  

hence, increasing p from zero to unity reduces the loop noise bandwidth by a 

factor of 3. On the other hand, with sinewave modulationat the' r m s  frequency 

deviation AI?, the mean square modulation e r r o r  is 

( 2 . r r a F ) ( w m  2 f p 2 2K) 
2 

0 - =  
S w 4 + K 2  m 

which increases  with p. 
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An optimization of the filter i s  carr ied out by adjusting p and K to 

minimize the normalized threshold. 

however, a numerical optimization was carr ied out for the particular case 

AF/fm = 2, assuming a one radian r m s  er ror .  

v r / w m  = 2. 9 is the approximate optimum design, and the loop threshold 

i s  decreased by 1. 1 db compared with /3 = 0. 

sponding to /3 = 0. 5 is 4. 81 fm. 

A general solution has not been obtained; 

In this case, p = 0: 5 and 

The noise bandwidth cor re-  

It is 6. 85 fm for p = 0. 

The loop filter H(s) corresponding to  equation 9-20 is found to be 

H(s) = e ( 1 - p )  s + K 

s +  p e  
(9-23) 

showing that the modified fi l ter  corresponds to use of a finite, ra ther  than 

infinite, time-constant integrator. This means, of course, a maximum 

allowable mistuning. 

a t  the peak deviation C A F  i s  

Equation 9-20 shows that the steady state phase e r r o r  

(9 -24 )  

F o r  the case AJ?/fm = 2. 0 and p = 0. 5, the steady state phase e r r o r  is com- 

puted to be 0. 69 radian at the peak deviation. This i s  well within the design 

range of one radian. 

For  an alternate optimization, the transient response to a ramp 

modulation may be determined. In contrast to the case p = 0, the steady- 

state phase e r r o r  for a frequency ramp is infinite, so that the deviation 

bounds must be included. Assuming a peak-to-peak frequency swing of 

2 e A F  inthe Nyquist interval 1/2fm, the ramp'slope is 0. 9 ( ~ T T A F ) ( ~ T T ~  ). 

Again, considering the case N / f m  = 2 and p = 0. 5, the transient e r r o r  is 

presented in figure 9-  1. 

than the steady-stateerror; just a s  is t rue for the response of the ordinary 

second order filter to a frequency ramp. 

m 

It is seen that the peak e r r o r  is only slightly greater  

The optimization will be carr ied out for  U / f m  = 2 and p = 0. 5, 
assuming (optimistically) that the peak phase e r r o r  equals the steady state . 

error. Then, w e  may write 

No 0.265 -\E = - Tr 
w m 2. 0 - 2 (9-25) 
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The value of K which minimizes the threshold is 14. 7 w 

resulting normalized threshold i s  

, and the m 

2 - 2 . 8 8 ~  2N- o m  
( 9 - 2 6 )  

2 However, substitution of equation 9-9  into 9 - 8  yields the value 2. 53 

f o r  the normalized threshold of the unmodified second order  loop, indicating 

that the modified filter, although apparently lowering the threshold on a n  

r m s  e r r o r  basis, actually ra i ses  the threshold computed on the basis  of 

transient e r ror .  Thus, it is concluded that the ordinary second order  

filter is to be preferred.  

y 

9. 5 PEAK.ERROR WITH PHASE MODULATION 

The fact that a phase lock loop tracks the phase of the incoming 

c a r r i e r  theoretically allows the use of wide deviation phase modulation. 

The loop output is then integrated to yield the VCO phase. It will be obser- 

ved that any mistuning of the VCO means a DC offset to maintain phase lock, 

so that a ramp results after integration. However, for small  mistuning, 

the r amp  can be corrected by DC restoration, and this difficulty is not 

considered further. Note that phase modulation has already been shown 

in section 7.  5 to be inferior to frequency modulation f o r  the second order  

loop. 
Mean square modulation e r r o r  is discussed first. F o r  the second 

order  loop with r m s  phase deviationbe, the maximum mean square e r r o r  

occurs a t  the highest modulation frequency and i s  

4 

( 9 - 2 7 )  

which i s  identical with the e r r o r  for FM having a deviation ratio A F / f m  = Ae. 

The output 

noise has spectral  density No/S, since i t  is identical with the VCO phase 

jitter. Hence, 

The output signal i s  a sine wave of r m s  amplitude AO. 

( 9 - 2 8 )  
S 2 s  (7) = &  Nf 

out o m  
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However, at the same threshold, frequency modulation yields 4. 8 db 

additional output signal-to-noise ratio. 

9-27 that this comparison applies with any loop filter for which the modu- 

lation e r r o r  is greatest  at w 

It i s  easy to see  from equation 

for both P M  and FM. m 

response is taken into account. 

to be a phase r amp  which covers the range 2 fi A0 in the Nyquist in te r -  

val 1/2fm. 

An even grea te r  disadvantage accrues’to P M  when the transient 

The signal modulation is  now presumed 

Then f rom equation 9-2, the peak phase e r r o r  is found to b e  

= 1.37 A0 fm/BN ( 9 - 2 9 )  

: To insure a reasonably low probability of exceeding the allowable phase 

e r ro r ,  the r m s  phase j i t ter  should be reasonably small, in  accordance 

with 

1. 37 A9 f I 
f Y I B N  No/S = n/2 m 

-a 
( 9 - 3 0 )  

”N 

where y depends on the desired probability of exceeding r / 2 .  

the result  

The loop noise bandwidth may be selected to maximize No/S, with 

BN = 2.6AQf m (9-3 1) 

and 

2 I si. I = 1. 18y A€l 
\ 2NoAm lThresh 

substituting equation (9-32) into equation (9-28) gives 

1. 44 \ - - -  1 y4 ki’,,resh. 

(9-32) 

(9-33) 
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Equation 9-33  shows that (S/NIout improves as only the third power of 

the normalized threshold. Hence, as wi th  the first order  loop for FM, 

phase modulation will be prefer red  with the second order  loop only for 

low (S/Nout.  This is  not i n  violation wi th  previous conclusions, since 
they assumed reasonably high deviations. Far thermore,  equation 9-33  
shows that the loop is very inferior for phase modulation at high deviation; 

in  fact, more  so  than as predicted by r m s  e r r o r  criteria. 

9 . 6  PHASE LOCK LOOP DESIGN CURVES 
FOR TELEVISION TRANSMISSION 

The general  conclusion of the analyses preceding i n  section 9 is that 

the second order  loop appears  to be the optimum practical  filter. 

curves have been presented slanted for a different purpose. 

them to a more  practical  form, peak-to-peak frequency deviation may be 

employed to define R F  spectrum occupancy,and the ratio of peak video 

signal to r m s  noise should be used to define picture quality. 

worst  signal for the second order  loop i s  sine wave modulation, conver- 

sion to the practical  parameters  is  immediate. 

signal, minimum amplitude is 12. 5 percent of peak amplitude of the synch 

pulses. However, we do not have to ad'nere to this standard, since sync 

pulses may be distinguished by other means than amplitude, as will be 

described later.  

power for a sine wave, and the peak-to-peak frequency deviation is 2. 83 

t imes the r m s  deviation. Figures 7 - 1  and ' /-2 are replotted on this basis  

for the first and second order  loops and presented as figures 9 - 2  and 9-3 .  
The curves for  a first order  loop a re  used at low deviation ratios. 

indicated subjective picture evaluations are  made by 50 percent of viewers. 

The optimum loop noise bandwidth is  presented as a function of deviation 

ratio in Figure 8-4. Actually, the two-sided bandwidth, 2Bw 1s plotted. 

The loop performance and design may be car r ied  out with the aid 

Design 

To convert 

Since the 

\ 

F o r  a standard video 

Then, the peak-to-peak power is 9 db above the average 

The 
(19) 

of figures 9-2, 9-3 ,  and 9-4, as follows. F i r s t ,  the desired output signal- 

to-noise ratio at threshold is found on figure 9 - 3  and the normalized threshold 

is determined. 

system design, use  of one radian is reasonable; however, a t  this threshold 

the loop will go out of lock fairly frequently. 

Since a safety margin w i l l  be added in  any good communication 

In figure 9-2, the required 

. .  
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deviation ratio i s  found, and figure 9 - 3  yields the requisite loop noise 

bandwidth. 

A s  an  example, suppose that an  output signal-to-noise ratio of 

3 4  db is specified and fm = lmc. Then, for one radian e r r o r  

Normali'z ed threshold 

Peak-to-peak frequency deviation 

Two-sided loop noise bandwidth = 16. 5 mc  

= 7. 4 db (2  m c  bandwidth) 

= 8 mc 

It will be  noted that the two-sided loop bandwidth is 65 percent wider than 

the minimum required IF bandwidth of 10 mc. 

reduction in  threshold may be realized by restricting the predetection 

bandwidth to the 10-mc minimum. 

This means that a small  

E 
c 
I 
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10. MULTIPLEXING O F  ANALOG TV, TELEMETRY 
DATA, AND VOICE 

Because of the large bandwidth disparity between the TV and the 

telemetry o r  voice, multiplexing all three on the same R F  ca r r i e r  will 

require a relatively small  power increase, compared with that for  T V  alone, 

The signal characterist ics a r e  assumed to be 

TV - 1 m c  baseband, 34 db peak signal-to-rms-noise ratio 

-6 Telemetry - 100 kilobit/sec rate, 10 e r r o r  rate, 

Voice - 3 kc bandwidth, 30 db signal-to-noise ratio 

(25 db average S/N for  sine wave), 

(for sine wave), 

as described in  section 1. 

In opposition to the problem with digital TV, where multiplexing means 

bit interleaving, more  multiplexing possibilities a r e  open with analog TV. In 

particular, either frequency-division multiplexing (FDM) o r  time-division 

multiplexing (TDM) 

10.1 FREQUENCY 

may be used. 

DIVISION MULTIPLEXING 

From a n  equipment point of view, the simplest method of multiplexing 

is to place the voice and telemetry on subcar r ie rs  above the video baseband; 

the composite signal frequency modulates the car r ie r .  Then, demultiplexing 

may be acomplished simply by filtering a t  the receiver,  It wil l  be noted that 

the phase lock loop discriminator has a noise bandwidth considerably greater  

than the video baseband; hence, the only significant problem with the sub- 

c a r r i e r s  i s  in regard to modulation phase e r r o r  produced in the loop. 

The most efficient binary modulation f o r  data transmission i s  biphase, 

and this i s  presumed for the telemetry subcarr ier .  

be essentially the same as that produced by the unmodulated subcarr ier ,  in  

view of the wide h o p  noise bandwidth. LO yieid the desired signai-to-noise 

The modulation e r r o r  wil l  

- 
ratio for voice, FM of the subcarrier i s  indicated. The deviation ratio wil l  

be selected so  that the voice subcarrier threshold i s  not the limit on system 

performance. 

la ted sub ca r r i e r  . 
Again, the modulation e r r o r  is essentially that of the unmodu- 

Because of tk narrow bandwidth of voice, its subcarr ier  wi l l  be  given 

a higher frequency than the telemetry's, in view of the parabolic output noise 
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spectrum irom the phase lock loop. A practical frequency assignment 

should take into account cross-talk due to system nonlinearity and filter 

sharpness; however, the present discussion wil l  presume close packing to 

yield theoretical system capability. Then, we may write 

f = TV baseband cutoff = 1 m c  

f l  = Telemetry subcarr ier  frequency 

fd = Telemetry data ra te  = 100 kilobit/sec 

f2 = Voice subcarr ier  frequency 

Af = Voice frequency deviation 

ni 

f = Audio bandwidth = 3 kc a 

The presumed relations between these frequencies a r e  

f l =  f -F f d =  1.1 mc  m 

f 2 = f l + f d + a + f a =  1.203fAd 
(10-1) 

That is, the telemetry bandwidth is taken to be twice the bit rate, a pessimistic 

assumption, and the voice subcarrier'  bandwidth is equal to 2 ( A f t  fa). 

the telemetry subcarr ier  peak amplitude is AF 
amplitude is AF2. It 

is desired to choose these deviations so that the loop ca r r i e r  threshold co- 

incides with the minimum subchannel requirements. Correspondingly, loop 

threshold will be computed on the basis of mean square modulation e r ror .  

The voice frequency peak deviation ratio &/fa i s  obtained immediately 

from figures 7-1 and 7-2 to be 5 fi, and the subcarr ier  threshold i s  8 .4  db 

re fer red  to the bandwidth 21,. 
21 kc, and f 2  = 1. 224 mc. 

Measured in  t e rms  of instantaneous frequency deviation of the ca r r i e r ,  

and the voice subcarr ier  1' 
The peak deviation produced by the TV signal is AF. 

Then, the voice subcarr ier  peak deviation is 

Also ,  

2 2  2TT AI?- 
= 6.9 L 

2 2  4r f2  (2N f /S) o a  

(10-2) 

The denominator of equation 10-2 is the phase lock loop output power (above 

threshold) in  the vicinity of f2 and measured in  the bandwidth 21,. 
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Similarly, the telemetry threshold for  e r r o r  r a t e  i n  10.'6 db, 
re fer red  to the bandwidth fd, o r  

2 2  25r m1 
- = 11.4 (10-3) 

4rr2f: (Nof,/S) 

Finally, the TV threshold is 25 db, rms ,  so that 

3 j E j z  & = 316 (10-4) 

Equations 10-2, 10-3, and 10-4 relate  the subchannel thresholds to the 

ca r r i e r  threshold. 

The mean square phase e r r o r  remains to be found. Adding the various 

modulation e r r o r  t e rms  gives 

4 
f z" 2 AI? *+(*) 4 

4 

f2 + B o  

m 2 f  2 1 A F  

% = z  i m l  f f 4 +Bo4  m 

(10-5) 

where Bo = */2n is the loop resonant frequency. 

may be substituted into equation 10-5 from equations 10-2, 10-3, and 10-4. 

Adding the mean square phase noise and making the approximation B >>f2 

yields 

The deviation ratios 

0 

(10-6) 0 2 N 
B = r  

S B 4  m a 2  S 0 e 
) -f- 3. 33- 

N 4 
(105 f -f- 11.4 fdf: i- 13. 8 f f 0 

0 

Bo may be chosen to minimize S/No, and substituting for the various 

frequencies gives 

B = 2.76 mc  
0 

and for 0- = one radian e 

S = 5. 5 (7.4 db) 
o m .  

(10-7) 
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It is interesting to note that dropping the subcar r ie rs  completely yields a 

negligible reduction in  threshold, according to equation 10- 6 o r  figure 7-2. 

The ca r r i e r  deviation produced by each channe1.may now be computed 

from equations 10-2, 10-3 and 10-4. The results a r e  

hF2 = 106 kc (voice) 

(10-8) AF1 = 500 kc ( t  el erne t r y) 

A.l? = 4 . 4 m c  (TV) 

i -- -E 
I 

The small  deviations produced by the voice and telemetry subcarr ier  explain 

why there is such a small  penalty associated with their introduction. 

10.2 TIME DIVISION MULTIPLEXING O F  TV, 
TELEMETRY DATA, AND VOICE 

Although frequency division muJtiplexing of TV, telemetry, and voice 

appears to require the most simple equipment, crosstalk i s  a potential pro- 

blem area  in a FDM system. 

particularly apparent fo r  a phase e r r o r  exceeding about 30 . 
de spite i ts  somewhat greater  complexity, time-division multiplexing may be 

considered to completely eliminate crosstalk. Furthermore, by taking advan- 

tage of the flyback time between horizontal lines, time-division multiplexing 

need introduce little, if any, transmitter power penalty. 

The phase detector nonlinearity will  become 
0 F o r  this reason, 

To begin with, we note that the horizontal sweep rate  of 7500 cps is 

quite adequate for sampling a 3-kc audio channel. By storing 14 telemetry 

bits f o r  transmission during the flyback time, a telemetry data ra te  of 105 

kilobits/sec i s  achieved; this i s  slightly more  than the 100 kilobit objective. 

Since the TV modulation is designed to yield a 3 4  db peak signal to 

r m s  noise ratio, the voice sample may be transmitted directly a s  a pulse 

whose amplitude deviates the ca r r i e r  to a frequency between the peak limits. 

The voice quality w i l l  be acceptable. Now, the basebandwidth of 1 mc  cor re-  

sponds to a theoretical maximum pulse ra te  of 2 x 10 

r a t e  of 10 pulses/sec is certainly usable. 

voice is that necessary to send 16 pulses, including one fo r  horizontal sync, 

o r  a total of 16 microseconds. This is only 12 percent of the line duration 

and, in contrast, commercial  TV standards allow 18 percent of the line to 

be blanked. 

6 pulses/sec; and a 
6 The time devoted to telemetry and 
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The telemetry data is transmitted by direct  frequency modulation 

of the car r ie r ,  and the high output signal-to-noise ratio f rom the demodulator 

insures essentially a zero e r r o r  rate. 

between minimum and maximum amplitude, the T V  picture i s  not automatically 

blanked. For this reason, timing must be derived in the ground receiver to 

generate a synthetic blanking signal. 

Because the telemetry pulses vary 

It wil l  be noted that i f  the horizontal sync pulse precedes the tele- 

metry and voice pulses and immediately follows the end of the line, i t  wil l  

serve to maintain timing synchronization. 

guishing the horizontal sync pulses from the r e s t  of the composite signal, 

noting that a sync pulse above reference black would undesirably penalize 

system performance. In addition, frame sync must  be derived. 

The problem remains of distin- 

By synchronizing the telemetry with the television, these problems 

can be resolved mas t  simply. 

synch information which, prior to the s ta r t  of TV transmission, specifies 

where the TV frames will begin. 

location of the horizontal sync: pulses a t  least  as accurately as the bit dura- 

tion, o r  10 psec. The accuracy can probably be as good a s  2 psec, since the 

telemetry data ra te  will be accurately known. Taking the pessimistic value, 

however, the horizontal sync pulse must be unique within the 10 psec uncer- 

tainty. Thus, the total required time interval for  the horizontal sync, the 

That is, the telemetry w i l l  contain f rame 

In addition, the telemetry w i l l  specify the 

voice pulse, and 14 bits 

percent of line duration. 

dards. 

A block diagram 

of telemetry is, a t  most, 25 psec, which i s  18. 7 

This approximately conforms to commercial  stan- 

showing how time division multiplexing and demulti- 

plexing can be implemented i s  presented as figure 10- 1. 

multiplexing is reasonably simple and i s  recommended over frequency divi- 

sion multiplexing because of the elimination of the crosstalk problem. A 

programmer provides the requisite timing to control gates connecting the 

information sources with the modulator. 

flyback, and the voice waveform i s  simply sampled once to obtain a PAiM 

This method of 

The vidicon output is cutoff during 

sample. 

arr iving at a uniform approximate 100 kilobit/sec r a t e  prior to telemetry 

transmission. .The regis ter  is read out a t  a nominal one megabit/sec rate. 

The 13-bit shif t  register is required to accumulate telemetry bits 
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No additional buffer storage i s  necessary, since the 14th telemetry bit may 

be assumed to a r r ive  just a f te r  the previous 13 have been transmitted. 

The vidicon sweeps and the telemetry must  be synchronized with the 

programmer for the scheme outlined. 

shift register by non-uniform commutation of the telemetry data. 

the telemetry bits a r e  stored in the telemetry subsystem and read out as 

required for transmission. 

It may be possible to eliminate the 

That is, 

I 
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